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ABSTRACT  

 

The current study focuses on understanding the effect of clustering on the structure, 

dynamics, and response of ionomers in melts and solutions using neutron scattering 

methods combined with atomistic large-scale molecular dynamics (MD) simulations.   

Ionizable polymers are used in a wide range of applications, such as in clean energy 

and biotechnology, where ion transport is integral to the application. Ionizable groups 

drive cluster formation and often become the dominating force in determining the 

structure and dynamics of these polymers.  

The work consists of five studies. The first study probes the structure of sulfonated 

polystyrene in toluene solutions tweaked by the addition of ethanol using small-angle 

neutron scattering (SANS) and MD simulations. We find that a network is formed 

driven by ionic cluster formation. The addition of ethanol impacts the size of the 

clusters and their size distribution, which affects the overall structure of these systems.   

Following the understanding of the structure of these ionomers in solution, neutron 

spin echo (NSE) and MD simulations were used to study the dynamics of these 

systems. From this study, the relationship between polymer dynamics and ionic 

clusters was established. Two distinctive time scales were needed to describe the 

motion in these systems, where the slower motion correlated with the effects of the 

clusters and the faster motion correlated with the non-confined motion of the highly 

solvated chain segments.  
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Following the understanding of dynamics of polymers in solutions, the systems were 

studied under external perturbations, including temperature and solvent dielectrics, 

using NSE and MD simulations. With increasing the dielectric constant of the solvent, 

the cluster size decreases, and the dynamics of the system increase. With increasing 

temperature, the long-lived clusters remain stable, and the polymer remains dynamic. 

The next chapter focuses on structure and dynamics of THF swollen melts studied by 

large scale atomistic MD simulations. THF is as close as possible to a mutual solvent 

for both the ionic groups and the chains. We measured structure parameters, including 

the static structure factor, ionic cluster size and distribution, and dynamic parameters, 

such as mean square displacement and dynamic structure factor. The study finds that 

THF resides throughout the system and releases constrains of both the chain and ionic 

groups. While the addition of THF results in larger ionic clusters, all segments become 

more dynamic.  

The last chapter probes the response of THF swollen melts to shear by large scale MD 

simulations of the same systems whose structure was probed in the previous chapter.  

Similar to dielectric constant and temperature, shear affects the stability of the ionic 

clusters. The neutral polymer was compared to the ionic polymer as THF amounts are 

increased.  For all compositions, the shear viscosity decreases with increasing shear 

rate. However, the decrease depends strongly on the degree of solvation. With 

increasing solvent, shear affects packing of polymer bundles but only breaks the 

clusters at higher shear rate.  
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CHAPTER ONE  

INTRODUCTION  

Controlling the structure and dynamics of ionomers is critical to their technological uses. Ionizable 

polymers are used in a broad range of applications; examples include ion exchange membranes,1 

clean energy,2 dialysis3 and drug delivery.4 Among the most common ionomer is NafionTM,5, 6 a 

perfluorinated ionomer that is used in numerous ion exchange membranes. One application is 

hydrogen fuel cells where Nafion has served as the electrolytic membrane. The ionic groups form 

transport challengers and the rest of the polymer, often referred to as “the matrix” form the 

membrane. The ionic groups associate and minimize the contact between incompatible segments 

or clusters that enable transport. However, they also act as physical crosslinks that offer additional 

mechanical stability. As transport takes place, the ionic clusters are often affected and the stability 

of these type of membranes is reduced leading to failures of devices.  

This study explores the relation between formation of ionic clusters in polystyrene 

sulfonate and the structure and dynamics of the different constituents of a model polystyrene 

sulfonate co-polymer. Polystyrene was chosen as the model system because it has been one of the 

most prevalent materials in different applications. Therefore, there is a rich knowledge base that 

allow us to focus on the interrelation of cluster characteristics and overall structure and dynamics 

of the system.7-11  

To probe SPS in solutions and melts the study uses small angle neutron scattering 

(SANS)12-15 and classical atomistic molecular dynamics (MD) simulation. The ionic clusters will 

be altered by addition of solvents of different polarity. The following the structure and dynamics 

of all constituents will be followed.  
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This section will first discuss the background of ionic polymers, including physics that 

controls clustering. In the following sections, SANS principals will be briefly introduced followed 

by large scale classical MD methods.  

1.1 Ionic Polymers 

Ionic polymers are polymers containing ionizable groups. These are often divided into two 

groups, ionomers and polyelectrolytes. While the properties of ionomers are determined by both 

the ionic groups and polymer backbone. In polyelectrolytes the properties are dominated by the 

ionic groups. The uniqueness of these polymers is that even a small number of ionic groups 

strongly affect the structure and dynamics of macromolecules.16 This study will focus on ionomers 

where the ionic groups provide their functionality, and their backbone provides the mechanical 

stability. Even though the unique properties of ionomers have been realized decades ago, the 

balance between electrostatic interactions and van der Waals forces that together determine both 

the structure and dynamics of the system, remains an open question. The co-existence of van der 

Waals forces, that are relatively weak and ionic forces that are relatively strong often results in 

materials whose structures are far from equilibrium, resulting in challenges to the design of 

materials with designed properties. Understanding the interrelation of the ionic interactions and 

the van der Waals forces will allow the control over properties of polymers, crucial in designing 

polymers for targeted applications.   

Due to electrostatic interactions the ionic groups assemble into clusters of 30-50 nm in 

diameter where the rest of the backbone is confined by these aggregates, forming materials whose 

structure features extend across length scales, presents a challenge to both experimental and 

computational studies.   
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1.2 Polymer-Solvent Interactions 

Most studies that have been done so far have been in SPS melts. Here we probe SPS in 

solution. Compared to melts, solutions have interactions that are more complex. In order to obtain 

membranes with high mechanical performance they need to be swelled by significant amounts of 

solution. A polymer dissolves when a solvation lowers free energy. The equation for free energy 

change of mixing is given by,  

∆𝐺𝑚𝑖𝑥 =  ∆𝐻𝑚𝑖𝑥 −  𝑇∆𝑆𝑚𝑖𝑥       (1.1) 

Here, ∆𝐻𝑚𝑖𝑥 is the enthalpy change of mixing, T is temperature and ∆𝑆𝑚𝑖𝑥 is entropy 

change of mixing.  

 

Figure 1.1: Flory-Huggins lattice model. Blue: solvent molecules on lattice. Red: monomers on lattice.  

The Flory-Huggins17 parameter gives the energy change upon polymer-solvent mixing. 

This model defines the system as particles on a lattice. Each lattice point is occupied by solvent or 

monomer.18 The equation is given below,  

𝜒 = (
𝑧

𝑘𝐵𝑇
) [𝜀𝑚𝑠 −

1

2
(𝜀𝑚𝑚 + 𝜀𝑠𝑠)]        (1.2) 
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In this equation, z is the number of nearest neighbors per monomer and, kB is Boltzman 

constant. The interaction energies between monomer-solvent, monomer-monomer, solvent- 

solvent are given by εms,εmm and εss. When monomer-solvent interactions are less favored than 

monomer-monomer, solvent-solvent contacts 𝜒 is positive. When monomer-solvent interactions 

are more favored than monomer-monomer, solvent-solvent contacts 𝜒 is negative. When 𝜒 is 

negative, solvation occurs. 

Figure 1.2: Single polymer chain in good, theta and poor solvents. blue: solvent molecules, red: polymer chain 

The strength of the monomer-solvent interaction determines if the solvent quality for the 

polymer is good, theta or poor. In a good solvent, monomer-solvent interactions are stronger that 

the monomer-monomer interactions. A poor solvent, monomer solvent interactions are weaker 

than monomer-monomer interactions. A theta solvent is a solvent where monomer-solvent and 

monomer-monomer interactions are the same. The structure of the polymer is governed by the 

quality of the solvent. Depending on the polymer, the good and poor solvent differs. Toluene is a 

good solvent for polystyrene, but as ionic groups are added toluene becomes a poor solvent for 

sulfonated polystyrene.19  
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1.3 Cluster formation 

 

Figure 1.3: Schematic deconstruction of a cluster. (Reprinted with permission from ref [21]. Copyright {1970} 

American Chemical Society) 

Eisenberg and co-workers were the first to quantify the balance between electrostatic forces 

and elastic energy of a polymer backbone20-22. They showed that the formation of ionic clusters 

depends on elastic forces of hydrophobic chains and electrostatic interactions between ionizable 

groups. Ion pairs formed by ionic sites on the polymer chains and counter ions could be from either 

multiplets of a few ionic groups or clusters.23 Collection of several multiplets form a cluster. 

Clusters, which contain both ionic material and significant amount of organic polymer,21 

dominates the structure and the dynamics of ionomers. Elastic forces play a significant part in 

cluster formation. 

Elastic force f is given by, 

                          𝑓 =
3𝑘𝐵𝑇ℎ

ℎ̅2                              (1.3) 

Where ℎ̅2 is the mean square end to end distance for the free chain and h is the actual separation 

of the ends.  

The nearest neighbor distance between multiplets is given by, 



 
 

6 

𝑅0 = √𝑛0𝑀𝑐
𝜌𝑁𝐴𝑉

⁄
3

 

where n0 is number is ion pairs in multiplet, Mc is molecular weight of chain between ionic groups, 

NAv is Avogadro number and ρ is density.    

Upon cluster formation, work is done to stretch and contract the polymer chain due to elastic forces 

acting upon the polymer chain.  

Work for stretching a polymer chain, 

∫ 𝑓𝑑ℎ =
𝑅

𝑅0
𝑊1 = (

3𝑘𝐵𝑇

2ℎ̅2 )(𝑅2 − 𝑅0
2)                (1.4)  

where R0 is the nearest neighbor distance between multiplets. R is the distance of stretched 

polymer.  

Work for contraction a polymer chain, 

∫ 𝑓𝑑ℎ
0

𝑅0
= 𝑊2 = −(

3𝑘𝐵𝑇

2ℎ̅2 )(𝑅0
2)                       (1.5) 

Half the chains will expand, and other half will collapse. Using the two equations 1.4 and 1.5 we 

could obtain the net work done upon cluster formation per chain due to elastic forces, which is 

given by, 

𝑊𝑐ℎ = (
3𝑘𝐵𝑇

4ℎ̅2 )(𝑅2 − 2𝑅0
2)                              (1.6) 

Considering Electrostatic forces, according to Eisenberg cluster model22, the work required to 

separate a contact ion pair into separate ions is, 

𝑊 =  −𝑒2/(𝑟4𝜋𝜖0𝐾)                                    (1.7) 
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where K is the dielectric constant, 1/ 4𝜋𝜖0 = 1 dyn cm2/statcoulomb2, e is the electronic charge 

and r is the distance between the centers of positive and negative charges in the contact ion pair. 

Therefore, work done per ion pair upon cluster formation by electrostatic energy is given by,  

𝑊′ =  𝑘′𝑒2

𝑟4𝜋𝜖0𝐾⁄                                 (1.8) 

Where 𝑘′ is energy released upon formation of an ion pair from energy released upon formation 

of an ion pair from isolated ions for a system. 

At temperatures below Tc the clusters are thermodynamically stable, while at temperature Tc the 

cluster is thermodynamically unstable and at that temperature the elastic force and electrostatic 

forces balance each other. Since elastic force was calculated per chin and the electrostatic force 

per ion pair, Wch can be set equal to 𝑊′ at Tc. By equations 1.6 and 1.8 we can obtain the cluster 

size n.  

𝑛 =  
𝜌𝑁𝐴𝑉

𝑀𝑒
[

4𝑙2

3𝑘𝑇𝑐

ℎ2̅̅ ̅

ℎ0
2̅̅ ̅

𝑀𝑐

𝑀0

𝑘′

𝐾

1

4𝜋𝜖0

𝑒2

𝑟
+ 2 (

𝑛0𝑀𝑐

𝜌𝑁𝐴𝑉
)

2/3

]

3/2

 

Where l is length of a C-C bond and Mc/Mo is average number of C-C links in a chain between 

ionic groups.  

 

 

Figure 1.4: Schematic diagram of formation of ionic clusters 

 

Multiplet 

Cluster 



 
 

8 

1.4 Sulfonated polystyrene: what is known 

This study uses sulfonated polystyrene which is an excellent model system because it is 

possible to experimentally control the molecular weight, charge distribution and topography of the 

polymer. In addition, SPS has been well studied and therefore there is preexisting knowledge 

which enables to focus on the current questions. Another desirable property of SPS is that it 

displays solubility in a variety of different solvents ranging from low polarity to high polarity.24  

SPS is incorporated in many uses from traditional clean energy applications to recent 

innovative biotechnology. One such example of medicinal recent uses is  SPS-Na+ as short-term 

treatment for hyperkalaemia.25, 26 This is a condition in which the potassium level in the blood is 

high. These high levels are found in patients with chronic kidney disease, heart failure, and 

diabetes. SPS is ingested and operates as an ion exchanger and captures potassium.27 On the other 

side of the spectrum of uses are innovative piezoelectric crystals where SPS in combination with 

PEDOT (poly(3,4-ethylenedioxythiophne)) forms PEDOT:SPS a flexible electric-responsive 

media. Further this complex is used as a hole transport layer or as a coating on microelectrode 

arrays in order to reduce impedance for both in vitro and in vivo electrophysiology.28, 29 

For improvements of current applications and deriving new ones, the structure and internal 

dynamics of SPS must be fully controlled. Further corelating the structure and dynamics of the 

ionic clusters with that of the entire polymer becomes critical.  Despite the many uses and 

numerous studies of basic properties, this correlation remains an open question. The challenges in 

full characterization of such system lies in the need to capture multiple time and length scales 

simultaneously. 

Significant number of studies that have been done in SPS melts.  Among these studies those of 

are Weiss and co-workers30-36 who established correlations between sulfonation levels of the 
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polymer with structure and dynamics of the system. This group used small angle X-ray scattering 

(SAXS) to probe the correlations between sulfonation levels of the polymer and its structure. They 

showed that aggregation of ionic groups had a large effect on the structure and dynamics of the 

SPS. In addition, they were able to resolve the response to external perturbation. One study done 

compared SAXS data for sulfonation level f = 0 and f = 1.00 as shown in Figure 1.5. The fully 

sulfonated f = 1.0 system shows a clear ionomer peak around 1.6 nm-1 which is not present in the 

non-sulfonated system.  

 

Figure 1.5: SAXS intensity as a function of scattering vector for f = 0 (open) and f = 1.0 (closed) for PS and Zn-SPS 

melts at room temperature. Molecular weight Mw = 64,600 g/mol. (Reprinted with permission from ref [37] Copyright 

{2001} John Wiley and Sons and Copyright Clearance Center') 

 Other studies focus on solutions,34, 35 where similar features are observed. Solution studies by 

several group shows that aggregates driven by ionic clusters are formed.  

 Dynamics of SPS solutions and melts are being dominated by the ionic clusters. Rheology is one 

convenient technique to study the effect of the ionic clusters on dynamics.31, 32, 37-39 Rheological 

measurements of SPS have shown that even small quantity of sulfonation groups act as if they 

arrest the motion where even low molecular weight polymers behave act like high molecular 
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weight polymers in presence of very few sulfonation fraction. One of the objectives of the current 

study is to understand molecular basis of the arrest of motion of SPS observed by rheology.  

Figure 1.6: Complex Viscosity-frequency master-curves for PS and SPS ionomers with Na+ counterions at T=140 °C. 

Molecular weight Mn = 400 000 g/mol. (Reprinted with permission from ref [37] Copyright {2001} John Wiley and 

Sons and Copyright Clearance Center') 

In the Figure 1.6, very low sulfonation fractions were considered to observe which fraction would 

form ionic clusters. From this study Weiss and coworkers observed that at f = 0.0011, 0.0043 the 

polymer behaved more closely to PS while the sulfonation fraction was increased to f = 0.017 

showed a large increase in viscosity compared to the other two sulfonation fractions.36 This study 

shows that even a sulfonation fraction as low as 0.017 has an impact on the dynamics of SPS. 

 Through these studies it is apparent that ionic clusters control both structure and dynamics of SPS.  
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SAXS and STEM provide a macroscopic picture. To attain an atomistic view, classical 

large-scale atomistic MD simulation were carried out, which provide new insight on the atomistic 

length scale. One example are the studies done by Agrawal et al who studied the effect of 

sulfonation and cation valency on the formation of ionic clusters. S(q) vs q plot gives an idea about 

the structure of the polymer system. The peak in the low q region is the characteristic signature of 

the ionic cluster signature which can be used to extract the average distance between ionic clusters. 

Here the peak is observed 0.2 Å-1 for both SPS samples. This peak corresponds distance between 

ionic clusters of ∼30 Å. Polystyrene does not show any features at low q range as expected since 

there are no ionic groups present.  

Figure 1.7: S(q) vs q for polystyrene and 5% sulfonated polystyrene with Na+ and Mg2+ counterions30 (Reprinted 

(Figure) with permission from ref [30] Copyright (2016) by the American Physical Society) 

The dynamics of the polymer could be studied using mean square displacement (MSD) of 

the chains. In the following study, polystyrene, and sulfonated polystyrene with two sulfonation 

fractions (f = 0.05, 0.1) were studied.40 With increasing sulfonation fraction, the mobility of the 

chains is considerably reduced. Internal dynamics of the polymer is compared using the phenyl 

rings with and without the sulfonated groups. The sulfonation phenyl ring motion is seen to be 

slower than the non-sulfonated rings.  
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Figure 1.8: Mean square displacement versus time at 600 K of a sulfonated polystyrene melt with (a) 0%, (b) 5%, and 

(c) 10% sulfonation for chain length N = 40. (Reprinted (Figure) with permission from ref[41] Copyright (2015) by 

the American Physical Society) 

 Both experiment and computational studies point to direct correlations between the ionic clusters 

and structure dynamics in SPS melts. The current work aims to resolve the correlation of structure 

and dynamics in SPS solutions as a function of cluster properties.  
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CHAPTER TWO 

METHODOLOGY 

In this study three techniques are used to probe structure and dynamics of ionic polymer in 

solution, these include small angle neutron scattering, neutron spin echo and classical atomistic 

molecular dynamic simulations These three methodologies are discussed below.  

2.1 Small angle neutron scattering (SANS) 

Small angle scattering is an elastic scattering technique that studies structure 

characterization of materials (solids, liquid and even gases). There are several small angle 

scattering methods. Here I use small angle neutron scattering. The technique depends on size and 

contrast desired.1  

 

Figure 2.1: Schematic illustration of penetration of different electromagnetic radiation2 (Reprinted (Figure) with 

permission from ref [2] Copyright (2023) by the SNCSC') 

Neutrons interact with the nuclei while X-ray interact with electrons. Scattering results due 

to interaction between waves and the objects that have same dimension of wavelength. Due to 

these factors, neutron scattering is able to differentiate between isotopes like hydrogen and 

deuterium while X-ray cannot. Another advantage of using neutron scattering is there is no sample 

damage, but it is more expensive compared to x-ray scattering.  
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As the incident beam hits the sample the scattering changes direction. Since elastic scattering 

occurs, there is no energy exchanged. Therefore, the magnitude of the incident wave vector ki is 

equal to the scattered wave vector kf. However, since the direction is changed a momentum 

difference is created and it is called momentum transfer vector q.  

Figure 2.2: Diagram of elastic scattering which illustrates the relationship between incident and scattered wave vector 

(ki, kf), scattering angle (θ), wavelength (λ) and momentum transfer vector (q).  

In elastic scattering energy or momentum is not exchanged. Thus, change of energy is zero and 

wave vectors are unchanged upon scattering. 

|ki| = |kf| = 
2𝜋

𝜆
         (3.1) 

Momentum transfer vector q is the difference between incident and final wave vector. q depends 

on scattering angle θ and corresponding wavelength λ is,  

q = ki – kf                   (3.2) 

q = 
4𝜋𝑠𝑖𝑛𝜃

𝜆
             (3.3) 

For constructive interference to occur scattered neutrons should follow the Braggs equation.  

2d sinθ = nλ          (3.4) 

Here d is the spacing between two scattering points and n is an integer. 

In order to understand the relationship between q and d, equation 3.3 and 3.4 can be used. 

As shown below we can see that q and d are inversely proportional to each other. Therefore, large 

dimensions are captured at low q while small dimensions are captured at high q.  

𝑞 =  
2𝜋𝑛

𝑑
           (3.5)        



 
 

17 

Scattering length density is a characteristic of the nucleus, which gives an idea about the 

interaction between the nucleus and neutrons. Normalized sum of scattering length (b) of all the 

elements in the scattering object is shown in the equation 3.6. Where bi is the scattering length of 

each element, ρ is the density of the scattering object, and Mw is the molecular weight of the object. 

𝑏 =  
𝜌𝑁𝐴

𝑀𝑊
∑ 𝑏𝑖

𝑖
0                    (3.6) 

In SANS absolute intensity I(q) is measures as a function of q,  

                          𝐼(𝑞) = [ 
𝑁

𝑉
] 𝑉𝑝

2 𝛥𝜌𝑃(𝑞)𝑆(𝑞)  (3.7) 

Here, N/V is the number density, Vp is particle volume, Δρ is contrast factor, P(q) is form factor of 

the object and S(q) is the structure factor.  

The contrast factor is the scattering length density difference between two objects. The scattering 

length density is given by,  

𝛥𝜌2 = (𝜌𝐴 − 𝜌𝐵)2           (3.8) 

Here scattering length density is the strength of the scattering (b) 

The structure factor S(q) depends on correlation of the objects or atoms.  

𝑆(𝑞) = 1 + ∫ 𝑑𝒓. {𝑔(𝑟) − 1}𝜌. 𝑒−𝑖𝑞.𝒓          (3.9) 

The structure factor S(q) is related to the Fourier transform of the pair correlation function g(r) 

which is given by,  

𝑔(𝑟) =  
𝑉

4𝜋𝑟2𝑁𝜌
⟨∑ ∑ 𝛿(𝑟 − 𝑟𝑖𝑗)𝑗≠𝑖𝑖 ⟩        (3.10) 

In dilute solutions there is no correlation between objects thus g(r) = 1 and hence S(q) =1.  

The form factor P(q) determines the shape of the object. Since SANS is performed in q 

space, scattering pattern alone does not give direct information of the scattered object. To extract 

real space information the scattering data should be fitted in to a model. Few examples of form 

factors are shown in the table 3.1. 
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Form factor geometry Form factor 

Spherical3 
𝑃(𝑞) =

[sin(𝑞𝑅) − 𝑞𝑅𝑐𝑜𝑠(𝑞𝑅)

𝑞𝑅3
 

R=Radius of sphere  

Cylindrical4 
𝑃(𝑞) =

𝑠𝑐𝑎𝑙𝑒

𝑉𝑐𝑦𝑙
∫ 𝑓2

𝜋/2

𝑜

(𝑞, 𝛼)𝑠𝑖𝑛𝛼𝑑𝛼 

𝑓(𝑞, 𝛼) = 2(𝜌𝑐𝑦𝑙 − 𝜌𝑠𝑜𝑙𝑣)𝑉𝑐𝑦𝑙𝑗0(𝑞ℎ𝑐𝑜𝑠𝛼)
𝐽1(𝑞𝑟𝑠𝑖𝑛𝛼)

(𝑞𝑟𝑠𝑖𝑛𝛼)
 

h=Length of the cylinder 

r = Radius of the cylinder 

𝛼 = Orientation of the cylinder 

J1 = first order Bessel function 

Ellipsoid model5 

 

𝑃(𝑞) =
𝑠𝑐𝑎𝑙𝑒

𝑉

(3(∆𝜌)𝑉𝑠𝑖𝑛[𝑞𝑟(𝑅𝑎, 𝑅𝑏 , 𝛼)] − 𝑞𝑟𝑐𝑜𝑠[𝑞𝑟(𝑅𝑎, 𝑅𝑏 , 𝛼)])2

[𝑞𝑟(𝑅𝑎, 𝑅𝑏 , 𝛼)]3
 

Ra = Minimum radius 

Rb = Maximum radius 

α = angle  

Beaucage6 

𝐼(𝑞) =  ∑ 𝐺𝑖 exp (−
𝑞2𝑅𝑔,𝑖

2

3
) + 𝐵𝑖[erf (

𝑞𝑅𝑔,𝑖

√6
)]3𝑃𝑖/𝑞𝑃𝑖

𝑁

𝑖=0

 

Gi = Guinier scaling factor 

Rg,i = Guinier radius 

Q = Scattering vector 

Bi = G/R2
g 

        P = Constant 

Table 2.1: Different form factors used in SANS analysis3-6  

As the complexity of the shape of the aggregate increases, higher number of variables are required 

to obtain the form factor. 

2.2 Neutron Spin Echo (NSE) 

Neutron spin echo is a complimentary technique to SANS that measures the dynamics of 

the system using neutron scattering. This method measures the velocity change of neutrons to infer 

the energy transfer. NSE techniques gives access to the largest length scales and longest time scales 

and has the highest resolution.  

2

h 

R 
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NSE measures the intermediate scattering function S(q,t) which gives relative motion of the 

polymer. The fundamental idea of this method is to follow the energy change of the neutrons in 

the scattering process.7 

Due to the magnetic field applied perpendicular to the beam the spin of each neutron will turn 90 

degrees and initiates a Larmor precession. The Larmor precession angle is given by.  

∅ =  𝛾𝐻𝑙/𝑣 (3.11) 

Where Larmor constant 𝛾 = 2.916 kHz/Oe, H is the average strength of magnetic field of length l.  

Scattering off the sample results in an energy change of the neutron, 

ℏ𝜔 =
𝑚𝑣′2

2
−

𝑚𝑣2

2
 (3.12) 

Here m is the neutron mass and v’ is the final neutron velocity. Since the relative velocity change 

is assumed to be small the momentum transfer Q is 

ℏ𝑄 = 𝑚𝑣′ − 𝑚𝑣 (3.13) 

Lamor frequency after the sample is changed to ϕ’ in the second field region,  

−𝜙 + 𝜙’ =
𝛾𝐻𝑙

𝑣
−

𝛾𝐻′𝑙′

𝑣′
  (3.14) 

If Hl = H’l’ 

−𝜙 + 𝜙’ = 𝛾𝐻𝑙 (
1

𝑣
−

1

𝑣′) ≈
𝛾𝐻′𝑙′

𝑚𝑣3  ℏ𝜔  (3.15) 

NSE measures the polarization, 

𝑃𝑥 = 〈cos (−𝜙 + 𝜙’)〉 =  〈cos
𝛾𝐻′𝑙′

𝑚𝑣3  ℏ𝜔〉 (3.16) 

The average describes the probability distribution of ω. This can be expressed by S(Q, ω) and with 

the notation t = 
𝛾ℏ𝐻′𝑙′

𝑚𝑣3
, 

𝑃 =  
∫ 𝑆(𝑄,𝜔) cos(𝜔𝑡)𝑑𝜔

∫ 𝑆(𝑄,𝜔)𝑑𝜔
  (3.17) 

The nominator of the above equation is the cosine Fourier transform of S(Q, 𝜔), which is the real 

part of the time dependent correlation function. The denominator is the static structure 

factor S(Q). The direct result observed by NSE is  
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𝑃 = 𝑠(𝑄, 𝑡) =
𝑅𝑒𝐼(𝑄,𝑡)

𝑆(𝑄)
  (3.18) 

2.3 Molecular dynamics simulations 

To understand the structure and dynamics of the system at the atomic scale a method other 

than SANS is required. One such approach is atomistic MD simulations in which one follows the 

motion of all the atoms in the system.  

In classical molecular dynamic simulations Newtons law of motion, 

Fi = miai                               (3.19) 

are solved for a set of interacting particles. Here Fi is the force acting on particles i which has a 

mass mi the mass and acceleration ai. Force can be expressed as gradient of potential energy.  

                                        𝐹𝑖 =
𝜕𝑈𝑖

𝜕𝑟
                           (3.20) 

where Ui is the potential energy. To integrate Newton’s equations, time is discretized in time steps 

of size Δt. The position and velocity of each particle of the system are updated each time step using 

Velocity-Verlet algorithm,  

𝑟(𝑡 + 𝛿𝑡) = 2𝑟(𝑡) − 𝑟(𝑡 − 𝛿𝑡) +  𝛿𝑡2𝑎(𝑡)            (3.21) 

𝑣(𝑡 + 𝛿𝑡) = 𝑣(𝑡) +
1

2
𝛿𝑡[𝑎(𝑡) + 𝑎(𝑡 + 𝛿𝑡)]           (3.22) 

Figure 2.3: Flow chart of classical MD simulations. 

In order to understand MD simulations better a flow chart is illustrated in Figure 2.3. The 

first step to build a system is to assign the position, bond, angles and velocities. Next the forces on 
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each atom are calculated and then the equations of motion are solved at a given time Δt by an 

integrator to generate the new position and velocities of each atom. The last steps repeat in a loop 

until the system reaches the desired state.  

2.4 Force fields 

The proposed study requires a proper choice of potentials to describe the interactions 

between the atoms. For this study, the Optimized Potentials for Liquid Simulations – all atom 

(OPLS/AA)8, 9 force fields are used. The mathematical expressions and constants are essential to 

reproduce the geometry and properties of the structures. 

𝑈𝑂𝑃𝐿𝑆 =  𝑈𝑏𝑜𝑛𝑑𝑒𝑑 + 𝑈𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑                   (3.23) 

The bonded interactions are given by bond, angle and dihedral potentials and are mathematically 

defined by the following equations. 

    𝑈𝑏𝑜𝑛𝑑𝑒𝑑 =  𝑈𝑏𝑜𝑛𝑑 + 𝑈𝑎𝑛𝑔𝑙𝑒 + 𝑈𝑡𝑜𝑟𝑠𝑖𝑜𝑛            (3.24)      

     𝑈𝑏𝑜𝑛𝑑 (𝑟𝑖𝑗) =  𝑘𝑟(𝑟𝑖𝑗 − 𝑟0)2                             (3.25)     

where rij is the distance between atoms i and j, r0 is their equilibrium separations and kr is strength 

of the interaction. Similarly, the three-body angle term are also described as harmonic potentials 

of the form, 

   𝑈𝑎𝑛𝑔𝑙𝑒 (𝜃𝑖𝑗𝑘) =  𝑘𝜃(𝜃𝑖𝑗𝑘 −  𝜃0)2   (3.26)    

where θijk is the angle between the vectors rji and rjk, and θ0 the equilibrium value and kθ is the 

force constant. The torsional component of the OPLS potential is  

𝑈𝑡𝑜𝑟𝑠𝑖𝑜𝑛 (𝜙𝑖𝑗𝑘𝑙) =  ∑
𝑘𝑛

2

𝑛=𝑙
𝑛=𝑖   [1 − (1 − 1)𝑛 cos(𝑛𝜙)]                            (3.27)  

where, ϕ is the dihedral angle and kn are the interaction energies. 

The non-bonded interactions equations are given by the sum of a short-range Lennard-Jones 

potential and a long-range Coulomb potential,  
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𝑈𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 = 𝑈𝐿𝑗 + 𝑈𝐶𝑜𝑢𝑙 = 4𝜀𝑖𝑗 [[
𝜎𝑖𝑗

𝑟𝑖𝑗
]

12

− [
𝜎𝑖𝑗

𝑟𝑖𝑗
]

6

] +  
𝑞𝑖𝑞𝑗

4𝜋𝜀0𝑟𝑖𝑗
      (3.28) 

Here, 𝑟𝑖𝑗 is the distance between atoms i and j, 𝜀𝑖𝑗 is the Lennard-jones energy, 𝜎𝑖𝑗 is the distance 

where inter particle potential is zero, qi,qj are partial charges for atoms i and j, 𝜀0 is the permeability 

of free space.10  

 

Figure 2.4: Illustration of Lennard-jones potential. σij is the distance where inter particle potential is zero for atom, εij 

is the well depth, rm is distance where potential reaches its minimum and rc is the cut off radius.  

Lennard-Jones potential gives the interaction potential between two atoms as a function of 

the distance between them. At close distance, the repulsive component of the force dominates. As 

the distance between the particles increases, the repulsive force decreases. The attractive and 

repulsive forces are balanced at rm where the potential energy is minimum. For r > rm the attraction 

decreases and goes to zero as r goes to infinity.  

The most expensive part of a MD simulation is the calculation of the nonbonded terms in 

the potential energy function, electrostatic and van der Waals forces. The electrostatic interactions 

decay slowly and simply cutting off the Coulomb interaction is not adequate. Particle-particle 

particle mesh (PPPM)11 with a real space cut-off of 1.2 nm was used to calculate the electrostatic 

interactions.  

From the simulation, it is possible to calculate several quantities to obtain quantitative 
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details of the systems. These measurements include radius of gyration Rg, mean square 

displacement of the chains and the static and dynamic structure factors S(q) and S(q,t). As shown 

in Figure 2.3 as part of the decision-making process we use the analyzed data in order to continue 

the run or to end.  

• Pair correlation function  

𝑔(𝑟) =  
𝑉

4𝜋𝑟2𝑁𝜌
⟨∑ ∑ 𝛿(𝑟 − 𝑟𝑖𝑗)

𝑗≠𝑖𝑖

⟩ 

 

(3.10) 

• Static scattering function  
𝑆(𝑞) =  ∑ 𝑏𝑖𝑏𝑗exp (𝑖𝑞. (𝑟𝑖 − 𝑟𝑗))

𝑁

𝑖,𝑗=1

 (3.29) 

• Properties such as Density, 

Pressure 

  

• Polymer specific properties 

(Cluster analysis, crystallinity 

analysis) 

  

• Radius of gyration  
𝑅𝑔

2 = ∑ 𝑚𝑖(𝑟𝑖 − 𝑟𝐶𝑂𝑀)2/ ∑ 𝑚𝑖

𝑁

𝑖=1

𝑁

𝑖=1

 (3.30) 

• Mean square displacement → 

chains move at least their own 

size                  

𝑀𝑆𝐷(𝑡) =  ⟨𝛥𝑟𝑖(𝑡)2⟩

= ⟨(𝑟𝑖(𝑡) − 𝑟𝑖(0))2⟩ 
(3.31) 

• Dynamic scattering function → 

longer time than the slowest 

motion in the system 

𝑆(𝑞, 𝑡) =  ∑ 𝑏𝑖

𝑁

𝑖,𝑗=1

𝑏𝑗⟨𝑒𝑥𝑝[𝑖𝑞. (𝑟𝑖(𝑡)

− 𝑟𝑗(0)]⟩ 

 

(3.32) 

These quantities could be used to determine whether to continue or terminate the simulation. 

There are many methods that could be used experimentally and computationally to probe 

the structure and dynamics of ionic polymers. The current study uses neutron scattering and 

classical molecular dynamics simulations.  

 



 
 

24 

2.5 References 

(1) Hammouda, B. Probing nanoscale structures-the sans toolbox. National Institute of Standards 

and Technology 2008, 1-717. 

(2) Kovach, V.; Iatsyshyn, A.; Pylypchuk, I.; Gurkovskyi, V.; Romanenko, Y. Analysis of Existing 

Types and Protection Methods Against Neutron Radiation from Different Sources. In Systems, 

Decision and Control in Energy IV: Volume IІ. Nuclear and Environmental Safety, Springer, 2023; 

pp 77-89. 

(3) Guinier, A.; Fournet, G.; Walker, C. B.; Vineyard, G. H. Small‐angle scattering of X‐rays. 

American Institute of Physics: 1956. 

(4) Roe, R.-J. Methods of X-ray and neutron scattering in polymer science. (No Title) 2000. 

(5) Higgins, J.; Benoit, H. Polymers and Neutron Scattering Clarendon. Oxford: 1994. 

(6) Beaucage, G. Small-angle scattering from polymeric mass fractals of arbitrary mass-fractal 

dimension. Journal of applied crystallography 1996, 29 (2), 134-146. 

(7) Mezei, F.; Pappas, C.; Gutberlet, T. Neutron spin echo spectroscopy: Basics, trends and 

applications; Springer Science & Business Media, 2002. 

(8) Jorgensen, W. L.; Maxwell, D. S.; Tirado-Rives, J. Development and testing of the OPLS all-

atom force field on conformational energetics and properties of organic liquids. Journal of the 

American Chemical Society 1996, 118 (45), 11225-11236. 

(9) Jorgensen, W. L.; Madura, J. D.; Swenson, C. J. Optimized intermolecular potential functions 

for liquid hydrocarbons. Journal of the American Chemical Society 1984, 106 (22), 6638-6646. 

(10) Allen, M. P.; Tildesley, D. J. Computer simulation of liquids; Oxford university press, 2017. 

(11) Isele-Holder, R. E.; Mitchell, W.; Ismail, A. E. Development and application of a particle-

particle particle-mesh Ewald method for dispersion interactions. The Journal of chemical physics 

2012, 137 (17). 

 



 
 

25 
 

CHAPTER THREE 

CLUSTERING EFFECTS ON THE STRUCTURE OF IONOMER SOLUTIONS: 

A COMBINED SANS AND SIMULATIONS STUDY 

3.1 Abstract 

Ionic assemblies, or clusters, determine the structure and dynamics of ionizable polymers and 

enable their many applications. Fundamental to attaining well-defined materials is controlling the 

balance between van der Waals interactions that govern the backbone behavior and the forces that 

drive the formation of ionic clusters. Here, using small angle neutron scattering and fully atomistic 

molecular dynamics simulations, the structure of a model ionomer, sulfonated polystyrene in 

toluene solutions, was investigated as the cluster cohesion was tweaked by the addition of ethanol. 

The static structure factor was measured by both techniques and correlated with the size of the 

ionic clusters as the polymer concentration was varied. The conjunction of SANS results and 

molecular insight from MD simulations enabled the determination of the structure in these 

inhomogeneous networks on multiple length scales. We find that across the entire concentration 

range studied, a network driven by the formation of ionic clusters was formed, where the size of 

the clusters drives the inhomogeneity of these systems. Tweaking the ionic clusters through the 

addition of ethanol impacts the packing of the sulfonated groups, their shape, and their size 

distribution, which, in turn, affects the structure of these networks.    

3.2 Introduction 

Ionizable polymers are used in a wide range of applications, particularly lightweight clean energy 

devices,1, 2 and responsive materials for biotechnology.3, 4 These polymers consist of ionizable 

groups that assemble into clusters,5-7 forming distinctive hydrophilic and hydrophobic domains in 
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melts and solutions, where the ionic assemblies control transport pathways in membranes.8-11 In 

the presence of solvents and electric fields that are in the core of the many applications of these 

polymers,  the domains adapt, affecting the structure and consequently the functionality and 

stability of the materials.8, 12, 13 Controlling the structure and mobility of ionizable polymers is 

fundamental to their current and potential applications. However, the correlation between the 

characteristics of the ionic clusters and the structure of ionomers remains a critical open question.   

One roadblock to resolving the interrelation between clustering and the structures formed on 

multiple length scales is the formation of highly inhomogeneous networks in solutions, whose 

structure is only partially accessible by traditional scattering techniques that captures well defined 

structures in solution. The current study couples small angle neutron scattering (SANS) with real 

space exascale large scale molecular dynamics (MD) simulations results, that together is able to 

provide direct atomistic level to mesoscopic insight into these networks.  

Specifically, we probe the correlation between the properties of the ionic clusters and the structure 

of a model ionomer in solutions. Since much of the structuring of this class of polymers into viable 

materials occurs as solvent evaporates during their processing from molecules to membranes, 

understanding the factors that control solution structure provides vital insight into this 

compounded process. We find that small changes in the immediate electrostatic environment of 

the ionic clusters affect the morphology and the structure of these polymers in solutions. 

This study uses sulfonated polystyrene (SPS) as the model polymer14-19 and focuses on polymers 

in the ionomer regime where well-defined ionic clusters are formed.20, 21 SANS studies have been 

carried out on solutions of SPS in toluene and toluene/ethanol. Atactic polystyrene is an 

amorphous polymer whose synthetic routes through anionic polymerization result in a narrow 
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molecular weight distribution, hence has been used in numerous studies, yielding a broad 

knowledge base that underline the current study.21-27   

The structure, and mechanical response of SPS has been extensively studied,14, 21, 23, 24, 28-31 pointing 

to direct correlation between clustering and rheology of the melts. Pioneering insight attained by 

Weiss and coworkers demonstrate a correlation between the clustering, structure and rheological 

characteristics of SPS melts.27 32-34 They have shown that the cluster formation of short oligomers 

of approximately ~ 4kg/mol, constrains the polymer motion, resulting in rheological response akin 

to those of long entangled polymers.32 Swelling the polymer with small amounts of polar solvents 

perturbs the clusters as evidenced by the decreasing intensity of the ionic-peak in small angle X-

ray measurements.27 Further, they have shown that suppressing the formation of clustering, the 

rheological characteristics become similar to that of polystyrene with the same molecular weight.   

Realizing the impact of clustering on the dynamics of ionomers, Castagna et al. 22, 23 provided the 

first direct observation of clusters in SPS through the use of microscopy. They reported ionic 

clusters of ~ 2nm in diameter independent of the degrees of sulfonation and neutralization. 

Computational studies have provided direct molecular insight into the factors that control cluster 

formation and stability. Agrawal et al.21 have shown that with increasing dielectric constant of the 

SPS, the cluster size decreases, and their shape shifts from ladder-like structures toward more 

spherical objects. Mohottalalage et al.28 have shown that distribution of ionic groups along the 

polymer chain backbone affects the shape, size and packing of ionizable groups within the clusters. 

They have demonstrated that the number of discrete (unique) chains that are tethered to any 

individual cluster depends on the distribution of the ionizable blocks along the polymer backbone. 

The formation of clusters in solution is a more convoluted process, affected by additional distinct 

interactions of the backbone and ionic assemblies with the solvents. Examples include studies by 
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Weiss and coworkers who showed that in decalin, a cyclic aliphatic solvent, aggregates are formed 

at distinctively low sulfonation levels (f = 0.02).35 Lantman et al. observed that for SPS with f = 

0.04 in THF, the dimension of individual ionomer chains remain unchanged while forming multi 

chain aggregates.36 Numerous studies pointed to effects of the counterion in both melt and 

solutions.23, 25, 37, 38  

With molecular insight of large-scale atomistic MD studies coupled with nm length scale structure 

attained by SANS, the current study probes the solution structure of SPS on multiple length scales. 

MD studies were carried out on SPS with Na+ as counterions. The static structure factor S(q) 

calculated for the computational solutions exhibit remarkable correlation with the SANS results 

for SPS in its acid form. Following the fundamentals of the SANS experiments and MD 

simulations, the results attained from both techniques including concentration and temperature 

effects will be introduced. We will then discuss the impact of the addition of ethanol, a polar 

solvent, followed by our conclusions. 

3.3 Methodology  

Sample Preparation Sulfonated polystyrene with a molecular weight of  the backbone of 11 

kg/mol with dispersity of 1.04 was purchased from Polymer Source Inc. ™ The polymer was 

synthesized by anionic polymerization39 and randomly sulfonated with sulfonation fractions of f = 

0.03 and 0.09 of the available sites. Deuterated toluene (99.5%) and ethanol (99%) were purchased 

from Cambridge Isotope Laboratories, Inc., USA. The concentration was varied from 0.25 to 10 

Wt% polymer in d8-toluene and d6-ethanol with varying ethanol fractions fEtOH = 0.00 - 0.05.  All 

solutions exhibit liquid like consistency and were easily transferable to the neutron cells. They 

remain fluid over six months, the time that elapsed between consecutive SANS measurements.   
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SANS Experiments SANS measurements were carried out on the General-Purpose Small Angle 

Neutron Scattering (GP-SANS) at the High Flux Isotope Reactor, Oak Ridge National 

Laboratory.40, 41  Data were collected at three detector-to-sample distances of 1.1m, 4.8m and 

19.2m to capture the momentum transfer q = 0.005 - 0.7 Å-1 using a wavelength of λ = 4.75 Å, 

with  of 13%, where q = 4πsin(θ)/λ.  I(q) was recorded for the solutions, empty cell, standard, 

and all solvent combinations of d8-toluene and d6-ethanol. Transmission of every sample was 

recorded at temperature range measured. SANS data were recorded on a He3 LPSD (Linear 

position-sensitive detector), and data were converted using SPICE and integrated into one 

dimensional scattering patterns in Mantid available at GP-SANS instrument.40, 41 All data were 

normalized by a pre-calibrated standard to obtain absolute intensity and is multiplied by the 

number of available neutrons per solid angle and are presented in units of cm-1. This standard 

procedure in SANS of polymeric solutions in incorporated in the reduction software. Scattering 

from the solvents and the empty cell were subtracted from the data. The incoherent scattering was 

evaluated at high q for each of the samples and subtracted as a constant background. Further, 

solvents with toluene-d-toluene mixtures were run separately, with the H/D ratio to match the 

potential incoherent effect of the protons of the polymers and hardly any changes were observed. 

Thus, the incoherent scattering was treated as background following the common practice for 

reducing data of a 2 component polymer solutions. Further details of the data reduction are 

available through the instrument site. 42  

 

SANS Data Analysis Data analysis was done using a unified model that asserts that the scattering 

from soft materials can be analyzed in terms of exponential functions, each capturing features on 

a given length scale. The analysis was done using SasView.43 As a function of increasing q, the 



 
 

30 

patterns exhibit distinctive network features in the low q regime, an interionic correlation, very 

broad feature, manifested as a “knee” in the pattern at intermediate q, followed by the signature of 

the solvated chains. The high inhomogeneity of the structural features on all length scales 

precludes many of the traditional pathways for data analysis. To overcome this challenge, the 

current study uses a feedback loop between SANS analysis and MD simulations where SANS 

covers a q range of 0.005 - 0.7 Å-1 and MD simulations, defined by the simulation box size, capture 

q > 0.02 Å-1.  

The initial analysis of the SANS patterns was done through determination of the slopes of the 

curves in a Porod Representation log I(q) as a function of log q of the data, in the low and the 

intermediate q regimes. The low q regime was evaluated by Guinier approximation. This 

approximation was done with the assumption that the large fluctuations would level off at larger 

dimensions that are outside the range captured by the instrument, an assumption that is often done 

for evaluating formation of instantaneous networks and concentration fluctuations. A simple 

Guinier-Porod analysis was unable to capture the intermediate q range where the inter cluster 

correlation signature is manifested.     

As the system consists of associative polymers, the SANS data were then fit to the Correlation 

Model,44 a  highly intuitive approach  that has been applied initially to understand the association 

of PEO in water.45-48 This model was somewhat successful in the low sulfonation regime for dilute 

solutions. Though this model has been effective in fitting complex fluids that are locally segregated 

but homogenous over larger length scales, 45-48 it did not capture the multiple length scales in our 

solutions.     

The SANS patterns were therefore analyzed using the concepts of a unified model, developped by 
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Beaucage.49-51 The model asserts that the scattering from amorphous sytems can be captured by 

superposition of power laws or fractals scattering functions, that together capture the different 

length scales that contribute to the scattering, each characterized by an exponenet, 

𝐼(𝑞) =  ∑ (𝐺𝑖 exp (
−𝑞2𝑅𝑔,𝑖

2

3
)2

𝑖=1       

 +𝐵𝑖exp (
−𝑞2𝑅𝑔,𝑖+1

2

3
) {[𝑒𝑟𝑓 (

𝑞𝑅𝑔,𝑖

√6
)

3

𝑞⁄ ]}𝑃𝑖)      (2) 

 

Pi is the power-law exponenet that chrateristic of  the of  the scatterer shape (or conformation for 

polyemr solusions). Gi is the classical Guinier prefactor, and Bi is a prefactor specific to the type 

of major scatterer in a given q regime.52   

The current study employs a two-level summation where Rg,3 = 0. This model contains eight 

parameters, which is a large number, but offers a path to bridge between length scales, if only 

qualitative. Bi and Gi are treated as fitting parameters only. Therefore, the crossover between 

different q regimes is not affected by the specific mathematical expressions of Bi presented in the 

original model or in a modified one that incorporates form factors of specific objects in a different 

way from the original generalized fractal formalism.49, 50    

Here we assume a two-level model, where in the low q regime a network of relatively large highly 

swollen domains is formed. Within these domains, the chains are confined by ionic clusters,30 with 

a high fraction of the polymer solvated in toluene, assuming close to a Gaussian configuration. 

Based on the MD simulations, the q range in which the inter ionic cluster correlation is manifested, 

the broad distribution of cluster size and shape smear the signature in the pattern.  

The data were first analyzed in the low q regime, using traditional Guinier analysis that allowed 

us to extract a characteristic length scale for the network Rg1 that together with the slope of the 
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data, was used as starting values in the fitting. Guidance for Rg2 and P2, were obtained from MD 

simulations. Eq. 2 presents the model conceptually. The fitting was carried out using a SasView 

module43 where a background (Bk) term is added, which accounts for residual incoherent 

scattering. This term is slightly dependent on concentration as shown in Tables A3.1 and A3.2. 

These values, however, are negligible compared to the overall I(q) values. With the broad length 

scale and significant differences in intensity between 𝐼(𝑞) → 0  and the rest of the range, Gi serves 

as a scaling factor because the scattering length density differences between the swollen polymer 

is not a unique value. Along the same lines, since there are no well-defined scattering shapes, Bi 

serves as a second scaling factor. In the original derivation of the unified model, Bi, was derived 

for specific form factors and was later modified.51  Herein however Bi is merely used as a bridging 

factor, and arbitrary fitting parameter to capture the boundary between network and chain 

characteristics. Changing Bi slightly changes the width of the plateau observed at the intermediary 

q range but does not lead to any significant differences in the network characteristics or Rg of the 

chains. The SasView fitting routine allows incorporation of a scaling factor and a background 

term, that together allows scaling to the broad disparity of I(q) at various q ranges. Here as the I(q) 

was converted to absolute scattering no scaling factor was needed. 

The changes in the inter-ionic correlation signature are followed through tracking the shift in the 

“knee” manifested between the chain conformation and the network characteristics. Quantitative 

insight on this region was attained from the analysis of the MD simulations.   The parameters 

extracted at low q from a simple Guinier analysis, correlation model (where it fits) and the unified 

model were only slightly dependent on the model chosen.  

Computational Details Sulfonated polystyrene, toluene and ethanol were built using the polymer 

builder in BIOVIATM Materials Studio. The systems consist of 148 unique, atatic sulfonated 
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polystyrene chains with sulfonation fraction f = 0.03, and 0.09, each with a total molecular weight 

of ∼11 kg/mol with 106 monomer per chain with Na+ as a counterion and solvents. The all atoms 

optimized potential for liquid simulations (OPLS-AA) force fields developed by Jorgensen et al.53, 

54 was used to model the systems. This potential includes bonded and non-bonded terms. The 

bonded potential is sum of intermolecular bond, angle, and dihedral interactions. The non-bonded 

interactions are described by Lennard-Jones potential with an attractive r-6 and repulsive r-12 terms 

and a long-range Coulomb interaction.  

Simulations were initially carried out using LAMMPS.55 Following the construction of the 

systems, production runs were carried out using GROMACS.56-58 Using LAMMPS, the Newton 

equations of motions were integrated using a velocity-Verlet algorithm with a time step of 1 fs.59 

The Lennard-Jones interactions are truncated at 1.2 nm. The Coulomb interactions are treated with 

long-range particle-particle particle-mesh (PPPM) algorithm60 with a real space cutoff of 1.2 nm 

and a precision of 5x10-4. Periodic boundary conditions were used for all simulations.  

The solvents were added after the polymer system was run for 100 ns at 300K in an implicit good 

solvent. The solutions consist of toluene and toluene/ethanol mixtures with 10 wt% polymer. Each 

system contains between 2.4 - 2.5 million atoms. Each system was first run at constant pressure of 

1 atm using the Nosé - Hoover thermostat and barostat61, 62 for 10 ns to obtain the correct density. 

The final length of the cubic cell is L ~ 31 nm which is significantly larger than the size of a 

polymer chain. To allow the chains to locally equilibrate the dielectric constant ɛ was increased 

from 1 to 30 to reduce the residual electrostatic screening between ionic groups. The solution 

systems were run for 30 ns at constant volume after which the dielectric constant was reset to 1.  

The LAMMPS data were then converted to GROMACS56-58 to enhanced efficiency. Conversion 

is carried out using a combination of ParmEd and InterMol tools.63 The electrostatics were treated 
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using particle mesh Ewald64 (PME) algorithm and Fourier grid spacing of 0.12 nm. All harmonic 

bonds involving hydrogen atoms were replaced with constraints using the LINCS algorithm.65 The 

temperature was maintained using the Bussi-Parrinello thermostat (V-rescale)66 with a time 

constant of 0.1 ps. The simulations were carried out using 2 fs time step. MDAnalysis67 toolkit 

was used to perform equilibrium analysis. Each system was run in GROMACS at a constant 

volume at T = 300 K for 600-800 ns. Time t = 0 corresponds to the beginning of the run in 

GROMACS after the dielectric constant was reset to 1. The system temperature was increased to 

328 K and ran at constant pressure for 10 ns and then ran at constant volume for 400 ns. 

Following the preparation of the solution, the static structure factor and cluster characteristics were 

extracted. The static structure factor S(q) is computationally given by 

𝑆(𝑞) = | ∑ 𝑏𝑖𝑒
𝑖𝑞 ∙ 𝑟𝑖

𝑖 |
2

/ ∑ 𝑏𝑖
2

𝑖                          (3) 

where 𝑏𝑖 is the scattering length for neutrons and 𝑟𝑖 is the position of atom i. The scattering length 

density of the solvent is set to zero. Due to the periodic boundary conditions, the wavevectors q 

are limited to q = 2π/L (nx, ny, nz), where L is the length of the simulation cell and nx, ny, and nz are 

integers. The calculated S(q) access the q range from q= 2π/L ~ 0.02 Å-1 to 0.7 Å-1. The large-

scale features detected by SANS at lower q are not accessible to the simulations even for these 

multi-million atom simulations. 

The ionic groups form distinct clusters. The average cluster size was determined and followed as 

a function of time.  Sulfur atoms residing within 6 Å radius of each other are defined to be in the 

the same cluster. 
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3.4  Results  

A. Concentration Effects Solutions with 0.25 Wt.% to 10.0 Wt% of polymer in toluene, were 

probed by SANS. Representative patterns, at 303K are shown in Figure 3.1 a and b, and the 

corresponding Kratky plots are shown in Figure A3.1. All patterns exhibit an upturn at low q values 

with a slope that varies with sulfonation levels and concentrations. For low sulfonation fractions, 

f = 0.03, the slope changes between 3.2 to 3.8 with increasing concentration from 0.25 Wt% to 10 

Wt%. These low q signatures arise from large length scale structures, attributed to bridging through 

clustering, that is rather surprising at these low sulfonation levels and relatively low 

concentrations. It is however consistent with the rheological response of SPS in solutions.35 As the 

sulfonation fraction increases from f = 0.03 to 0.09 the onset of the low q upturn shifts to lower q 

values. 

Figure 3.1: SANS patterns for SPS in toluene as a function of the polymer concentration (a) f = 0.03 

and (b) f = 0.09. Symbols correspond to the experimental data and the solid lines to the fitting to 

Beaucage model. Rg,i of chains in toluene as a function of the concentration of polymer, obtained from 

(c) Dimensions extracted from Beaucage marked by B, and Guinier, marked by G, models at low q 

regime (q < 0.004 Å-1) and (d) dimensions extracted from the Beaucage model at intermediate q regime 

(0.02 < q < 0.2 Å-1).  
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We attribute the low q signature to inhomogeneities in polymer concentration coupled with 

network formation, both driven by ionic assemblies. In the intermediate q range, the experimental 

scattering intensity I(q) decays as power law q-α with α ~ 1.8-2.  Since toluene is a good solvent 

for PS α ~2 suggests that the chains assume Gaussian confirmation away from the ionic clusters.  

In contrast to the rest of the solutions, 0.25Wt% does not exhibit low q signature. This 

reproducible pattern is attributed to a different assembly mode where a fraction of the polymer 

forms smaller aggregates that do not contribute to the large-scale structures. The patterns in a 

Kratky format are shown in the appendix to demonstrate the crossover between the different q 

regions.  

The dimensions extracted from the Beaucage model Rg,1 and Rg,2 is plotted in Figure 3.1 c and 1d 

as a function of concentration. There values, extracted from the data analysis are only slightly 

affected (less than 5%) depending on the fitting constants (presented in Table SI1) where the 

values of the Rg1 and Rg2 are within 5% from the values extracted directly from the Guinier 

analysis as shown in Figure 3.1c and MD simulations, and the Pi are similar to the experimentally 

measured slopes. This analysis yields two characteristic dimensions on the order of 520 Å – 820 

Å and ~ 23 Å - 33 Å. The larger dimension Rg,1 is significantly larger than Rg of individual SPS 

molecules. It captures the length scale of the network formed by bridging of polymer by the ionic 

groups and points to the network structure formed in these solutions. Both Rg,i values decrease 

with increasing where more sulfonated groups are present in solution, enhancing the number and 

size of ionic assemblies, which impacts the confinement of individual chains and affects the 

packing of the chains.28 Though Rg,2  decreases as the concentration increases for both sulfonation 

fractions the effect is significantly stronger in solutions of f = 0.09.  
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Molecular insight was obtained from large scale, atomistic MD simulations. Visualization of the 

computational solutions are shown in Figure 3.2 a,b. A zoomed in subsection of the same systems 

is shown in Figures 3.2 c,d to show the local arrangement of the ionic clusters and chains.  For 

both f-values, distinctive clusters are observed. However, in the f = 0.03 solution, these are 

significantly small, and the chains are distributed homogeneously across the system on the length 

scale and time scales of the simulation. The polymer is mixed with the solvent across the entire 

solution linked by the ionic clusters. With increasing sulfonation fraction (f = 0.09) the clusters 

become significantly larger and their number increases, confining more of the PS backbone and 

driving distinct polymer rich and solvent rich domains.   

Figure 3.2: Visualization of computed solutions of 10 wt% SPS in toluene at T = 300 K for (a) f = 0.03 

(3103 Å3), (b) f = 0.09 (3073 Å3) and zoomed-in images of (1/27 of the simulation box) for (c) f = 0.03 (1003 

Å3), (d) f = 0.09 (1003 Å3) both at 600 ns at 300 K (blue – backbone, red – oxygen, yellow – sulfur, black- 

Na+) 
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The calculated S(q) and the experimental scattering intensity I(q) are shown in Figure .33 

a. The calculated S(q) was averaged over the last 20 ns of the run and shifted vertically to overlap 

with the experimental I(q).  The experimental and calculated results are in distinctive agreement 

over the range accessible to simulations as shown in Figure 3.3 a. The length scale range 

accessible to simulations depends on the size of the simulation box. With these multi-million 

atom simulations, chosen as a compromise between the desired large size and computational 

feasibility, the compute solutions capture the length scale of ~10 times the average Rg of a single 

chain. A slight shift of the simulations compared with experiments at the high q regime are 

attributed to finite size of the simulations.  

Calculated S(q) was averaged over 20 ns, between 580 to 600 ns. Similar to the challenge of 

physical solution the question of the equilibrium state of the systems are in associative complex 

fluids arises. However, S(q) measured over different time intervals, after 300 ns were practically 

identical.     

Figure 3.3: Structure factors for 10 Wt.% SPS in toluene. (a) Experimental I(q) and calculated S(q). (b) 

Partial S(q) of the polymer, the backbones, and the sulfur atoms at the same concentrations and 

sulfonation levels as in (a). S(q) for the polymer is shifted up vertically for clarity (c) S(q) for the 

backbone and S atoms on an expanded scale for 0.1 Å-1 ≤ q ≤ 0.7 Å-1. 
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The partial structure factors S(q), shown for the scattering solely from the polymer chains, from 

the backbone and from the sulfur atoms in Figure 3.3 b,c, decern the contributions of the 

backbone and the clusters to the scattering factor. S(q) of the backbone differs slightly in solutions 

of f = 0.03 and 0.09, reflecting the confinement effects the clusters have on the chain. S(q) for 

the S atoms exhibits a distinctive peak for f = 0.09 centered around inter cluster distance of 31 Å 

which is attributed to the ionic peak. 

The computed solutions were simulated to times where no significant difference in cluster 

size distribution were observed. The average cluster size as a function of time is shown in Figure 

3.4 a. The final cluster size distribution, averaged over the last 10 ns of the run are shown in 

Figure 3.4 b.  The average cluster increases with time, reaching a plateau at late time of 2.9 for  f 

= 0.03 and 3.6 for f = 0.09. For both sulfonation fractions, a low fraction of the sulfonation 

groups (~3 - 4%) remain non-clusterd, and significant number reside in clusters of 2 - 4 SO3
- 

groups. For f = 0.03 aproximatly 30% reside in, whereas for f = 0.09, only 12 % are in pairs and 

the system is dominated by large clusters. The Na+ couterions fully condensed for both f values. 

Figure 3.4: (a) Average cluster size as a function of time  and (b) cluster distribution function for f = 

0.03 and 0.09 SPS in 10 Wt% toluene, averaged over the last 10 ns of the run. The insert in (a) depicts 

one typical cluster at 600 ns. 
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In contrast to melts21 where clusters exhibit ladder like structures in low dielectric environment, 

in toluene solution, the ionic clusters are internaly disordered, and assume a variety of shapes. 

B. Temperature Effects SANS measurements were carried out at several temperatures. 

The SANS patterns    are shown in Figure 3.5 a,b  and the corresponding Kratky plots,  q2I(q) 

versus q, are shown in Figure A3.2. For both sulfonation fractions, the overall intensity slightly 

decreases with increasing temperature across the entire measured q range. 

The change in dimensions captured from the Beaucage analysis are presented in Figure 3.5c,d. 

With increasing temperature, Rg,1 for the two sulfonation fractions exhibit opposite trends where 

for f = 0.03 the characteristic dimension increases whereas for f = 0.09, it decreases. While rather 

Figure 3.5:  SANS pattern I(q) versus q for SPS 10 Wt% in toluene for 3 temperatures for (a) f = 0.03 

(b) f= 0.09.  Rg,i as a function of temperature from Beaucage model. 



 
 

41 

surprising, these opposing trends are attributed to the impact of temperature on the 

inhomogeneous distribution of the PS backbone in the solution.  

SPS toluene solutions are controlled by two energy scales, van der Waals interactions dominating 

the interchain chains forces as well as the interaction with the solvent and electrostatic 

interactions that control clustering. Since the strength of the van der Waals interactions are on 

the order of ~ kT, and the ionic interactions is approximately two orders of magnitude higher, in 

the measured temperature range, the ionic clusters are hardly impacted, as shown in Figure 3.6a, 

whereas the added thermal energy impacts the chain distribution. The smaller dimension, Rg,2, 

however, hardly changes for both f = 0.03 and 0.09. 

With toluene being a good solvent for the backbone, the added thermal energy allows breathing 

of these networks. Lowering the sulfonation level results in expansion of the network. With 

increasing f more chains are associated with each cluster.28 Partial S(q) for the backbone and S 

atoms are shown in Figure 3.6 b. For both sulfonation fractions barely any changes are observed 

Figure 3.6: (a) Cluster distribution and (b) partial S(q) for the backbone only and the sulfur atoms 

for f = 0.03 and f = 0.09 at 300 to 328 K  
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in the intermediate q region. However the breathing mode of the network is reflected in the 

structure factors of both the network and the sulfur atoms. 

C. Solvent Dielectric Effects  

SANS patterns of solutions at 303 K of both sulfonations fractions in form of Kratky plots are 

shown Figure 3.7 a,b as the ethanol fraction is increased. The corresponding Kratky plots are 

shown in Figure A3.3 Upon addition of as low as 1 Wt% ethanol, the signature at low q 

disappears and with increasing ethanol fraction the overall scattering intensity decreases across 

the measured q range. The signature at intermediate q range shifts towards higher q and becomes 

broader, as has been previously observed for swollen melts.27   

 As ethanol is added, Rg increases as seen in Figure 3.7 c. This dimension change is attributed to 

reduced confinement of the PS chains as a result of disruption of the large clusters.  

Figure 3.7: SANS patterns of I(q) versus q for (a) f = 0.03 and (b) f = 0.09 for 10 Wt% SPS at 303K 

for different ethanol fractions (c) Rg extracted from Beaucage model in the intermediate q region for 

f = 0.03 and f = 0.09. 
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Visualization of the computed solutions, presented in Figure 3.8, shows that the addition of 5% 

ethanol disrupts the large clusters, for both f values, as described quantitatively in Figure 3.8 c 

where the cluster size distribution with increasing fractions of ethanol is presented. 

Consequently, a more homogenous distribution of the polymer backbone is observed. Increasing 

the ethanol fraction to 25 Wt%, significantly increases the number of non-associated sulfonated 

groups, however some small clusters persist.  

Figure 3.8: Visualization of 10 Wt% SPS for f = 0.03 and f = 0.09 in Tol:EtOH (Wt%) (a) 95:5 (b) 75:25 and 

for f = 0.09  in Tol:EtOH (Wt%) (c) 95:5 (d) 75:25 at run time of 600 ns. Number of clusters of size N of S 

atoms for (c) f = 0.03 and (f) f = 0.09. 
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At these high levels of ethanol, the quality of the solvent decreases, and the chains are no 

longer Gaussian, as is depicted in the calculated S(q) in Figure 3.9 a, where the slope of the curve 

at high q differs between the neat solutions with no ethanol and the ethanol containing solutions. 

These S(q) patterns exhibit the characteristic “ionomer” peak at low q which decreases in 

intensity with increasing ethanol, indicating loss of correlation between the ionic assemblies. The 

high q region (q = 0.3 Å-1 – 0.7 Å-1) depicts the chain packing. In this range the slope increases 

with increasing ethanol fraction, which suggests that the polymer chain density changes with 

polar solvent. With increasing ethanol concentration, the larger clusters break up, however g(r) 

for the sulfonated groups clearly shows that significant number of the groups remain correlated 

defining a hydrophilic region that is less cohesive than the cluster but is segregated from the 

hydrophobic regions. The comparison between S(q) and g(r) for the same solutions clearly show 

Figure 3.9: (a) Kratky plot q2S(q) versus q for the computed solutions and (b) pair distribution function between 

Sulfur-Sulfur atoms from the simulations, averaged the last 20 ns of the run for f = 0.09, 10 Wt% at 300K for 

different ethanol fractions. (c) Visualization of toluene and ethanol association with an ionic group as a function 

of ethanol fraction. Yellow-sulfur, red-oxygen, black-Na+, blue-oxygen in EtOH, and green-carbon in toluene 

CH3 at 600 ns.    
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that with addition of polar solvents, long range cluster correlations are significantly reduced, 

however significant number of the sulfonated groups remain correlated as shown in g(r), forming 

swollen ionic domains. 

A representative cluster and the corresponding ionic domains containing the solvent 

atoms within 7 Å of S atoms is shown in Figure 3.9 c for 0, 5 and 25% ethanol. In toluene, only 

a limited number of toluene molecules reside within 7 Å of the sulfonated rings, where ~ 11% 

reside in the proximity of the backbone. Ethanol, however, is directly associated with the ionic 

clusters with 44% of ethanol molecules reside in the vicinity of the ionic assembly for 5% 

ethanol. With an excess of ethanol, 25% the ethanol molecules penetrate the clusters and drive 

the ionizable groups apart. 

3.5 Conclusions 

The conjunction of mesoscopic structure attained by SANS on SPS together with molecular insight 

extracted from MD simulations on SPS with Na+ as a counterion, has provided a direct correlation 

between the characteristics of the assemblies of the sulfonated groups and the structure of networks 

formed by SPS in toluene. With both hydrogen and sodium being predominantly condensed in 

these solutions, the macroscopic structure is dominated by network formation driven by the 

assembly of the sulfonated groups. With an exceptional agreement between the structure factors 

measured experimentally and calculated from MD simulations we were able to answer a long-

standing challenge of understanding the factors that control networks formed by ionomers, 

namely, corelating the packing of the sulfonated groups and the networks’ structure.  

The structure of these networks however depends on the polymer concentration, on the fraction of 

sulfonated groups, temperature, as well as solvent polarity. SANS studies capture the dimension 

of the network as well as intra domain structure where the signature of the clusters is expressed. 
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Computationally the measurements depict the intra-domain structure. With increasing 

concentrations and sulfonation fractions, the size and number of the ionic clusters increase, 

affecting the homogeneity of the solutions.   

 Upon addition of a polar solvent, ethanol, the large-scale network signature observed by SANS 

disappears, however the solutions consist of large domains that are well captured by concentration 

fluctuations, where the chain segments between the ionic groups remain close to Gaussian. The 

characteristics of the ionic assemblies, however, are strongly affected, reducing the correlation 

between the sulfonated groups, and often breaking some of the larger clusters. 

Beyond the fundamental new physics, the ability to tweak the ionic clusters and impact the overall 

structure opens the way to tailor processing conditions of ionizable polymers from solutions with 

desired clustering for targeted applications. 

3.6 Acknowledgements 

This work was done with the support of DOE grant DE-SC0019284. This research used resources 

at the High Flux Isotope Reactor, a DOE Office of Science User Facility operated by the Oak 

Ridge National Laboratory. The authors kindly acknowledge the use of computational resources 

provided by NSF MRI-1725573. This work was made possible in part by advanced computational 

resources deployed and maintained by Clemson Computing and Information Technology. This 

research used resources at the National Energy Research Scientific Computing Center (NERSC), 

a U.S. Department of Energy Office of Science User Facility operated under contract no. DE-

AC02-05CH11231.  

 

 



 
 

47 

3.7 Appendix 

 

 

 

 

 

 

 

 

 

 

C (Wt%) 0.25 1 5 10 

Bk 0.0063 0.0212 0.0415 0.0458 

Rg1 852.52 801.37 760.21 734.17 

P1 1.598 1.600 1.700 1.946 

B1 0.0724 0.0550 0.0167 0.0028 

G1 15231 13317 2519.3 5666.3 

Rg2 32.577 31.714 28.904 23.533 

P2 1.8227 1.9246 2.0031 2.2089 

B2 0.901 0.804 0.615 0.404 

G2 418.14 391.66 335.82 218.14 

 

C (Wt%) 0.25 1 5 10 

Bk 0.005 0.010 0.033 0.050 

Rg1 790.10 782.92 700.19 532.28 

P1 2.336 2.381 2.595 3.152 

B1 0.00196 0.011523 0.00085 0.00003 

G1 30344 38825 50419 88712 

Rg2 32.276 31.96 31.89 25.92 

P2 2.347 2.387 2.468 2.523 

B2 0.25 0.13 0.10 0.06 

G2 416.99 415.75 414.02 382.31 

Table A3.1: Fitting parameters to Beaucage model for f = 0.03 in toluene as a function 

of concentration. 

Table A3.2: Fitting parameters to Beaucage model for f = 0.09 in toluene as a function 

of concentration. 
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Figure A3.1: Kratky plot for (a) f = 0.03 and (b) f = 0.09 for varying polymer 

concentrations.   

Figure A3.3: Kratky plot for (a) f = 0.03 and (b) f = 0.09 with varying EtOH fraction. 

Figure A3.2: Kratky plot for (a) f = 0.03 and (b) f = 0.09 with varying temperature. 
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CHAPTER FOUR 

FROM MOLECULAR CONSTRAINTS TO MACROSCOPIC DYNAMICS IN 

ASSOCIATIVE NETWORKS FORMED BY IONIZABLE POLYMERS: A 

NEUTRON SPIN ECHO AND MOLECULAR DYNAMICS SIMULATIONS 

STUDY 

4.1 Abstract 

The association of ionizable polymers strongly affects their motion in solutions, where the 

constraints arising from the clustering of the ionizable groups alter the macroscopic dynamics.  

The interrelation between the motion on multiple length and time scales is fundamental to a broad 

range of complex fluids, including physical networks, gels, and polymer-nanoparticle complexes, 

where long-lived associations control their structure and dynamics. Using neutron spin echo and 

fully atomistic, multimillion atom molecular dynamics (MD) simulations carried out to times 

comparable to that of chain segmental motion, the current study resolves the dynamics of networks 

formed by polystyrene sulfonate solutions for sulfonation fractions 0 ≤ f ≤ 0.09 across time and 

length scales. The experimental dynamic structure factors were measured and compared with 

computational ones, calculated from MD simulations, and analyzed in terms of a sum of two 

exponential functions, providing two distinctive time scales.  These time constants correspond to 

constrained motion, where the slower time is correlated with the effects of the ionic clusters, and 

the faster one with non-confined dynamics is associated with highly solvated segments. A unique 

relationship between the polymer dynamics and the size and distribution of the ionic clusters was 

established and correlated with the number of polymer chains that participate in each cluster. The 

correlation of dynamics in associative complex fluids across time and length scales, enabled by 

combining the understanding attained from reciprocal space through neutron spin echo and real 
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space through large-scale MD studies, addresses a fundamental, long-standing challenge that 

underlines the behavior of soft materials and affects their potential uses. 

4.2 Introduction 

The dynamic processes in networks of ionizable polymers drive their unique characteristics and 

enable their many current and potential applications in lightweight technologies ranging from 

clean energy generation and storage to biotechnology.1-3  Their structure and dynamics in melts 

and solutions are governed by the coupling of two distinctive energy scales, van der Waals 

interactions and electrostatic forces, resulting in the coupling of responses on multiple length and 

time scales.  Beyond ionizable polymeric networks, the coupling between processes that occur on 

distinctive length scales is a key to resolving the behavior of associative soft materials including 

networks, gels and nanoparticles-polymer hybrids as well as polymer-membrane complexes, all   

driven by dynamic constraints formed by physical association of chains.4-9 

Ionizable polymers cluster into long-lived physical networks where the ionizable groups form long 

lived assemblies, affecting both the segmental dynamics of the macromolecules and their ability 

to rearrange. Tethering a very small number of ionizable groups to the polymer backbone is 

sufficient to affect the motion of the polymer,10, 11 influencing their properties, including their 

mechanical response.  Though the constraints of ionic clustering exerted on the motion of ionizable 

polymers are evident in their flow characteristics,10, 12 the molecular processes that underline the 

macroscopic lock-in of macromolecules is yet to be resolved. 

Here, enabled by a conjunction of neutron spin echo (NSE) measurements and exascale atomistic 

molecular dynamics (MD) simulations, the dynamics of an ionizable model polymer, sulfonated 

polystyrene (SPS), in solutions are probed across length and time scales. NSE is among the very 

few methods that can directly resolve dynamics on the mesoscopic length scale ca. 1-15nm.13-15 
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Large scale atomistic MD simulations, that capture the time scales of the actual relaxation times 

of the chains, provide real-space insight,16, 17 enabling the translation of knowledge across time 

length scales. 

The correlation between the ionic cluster characteristics and the overall properties of ionizable 

polymers stems from the balance of the chain elasticity, or pull-out forces, and that of ionic 

electrostatic interactions as was postulated by Moore, Eisenberg, and co-workers, and Dreyfus.18-

21  The pioneering observation  of Weise and co-workers.22-24 who demonstrated that a small 

number of ionizable groups tethered to the polystyrene backbone results in a strong increase in the 

viscoelastic response25-27 that differs significantly from that of short, non-entangled flexible van 

der Waals polymers,  has driven the quest to resolve the pathways in which clustering affects the 

dynamics of ionizable polymers in melts and in solutions. This impact, as  reflected in the dynamic 

structure factor S(q,t) and shear viscosity, was captured by Agrawal et al. using MD simulations.17 

They showed that in melts, dynamics of the polymer depends on the counter ion and cluster 

morphology. A direct correlation between flow response and clustering has been recently 

demonstrated, where the flow viscosity is directly impacted by the size, shape and distribution of 

the clusters.12, 28 

Early NSE studies  of SPS with low sulfonation levels in THF and DMSO solvents resolved the 

polymer relaxation time in terms of a correlation length x that captures interchain correlations.29  

These studies have provided a glimpse into the correlation of chain relaxation and viscosity, 

providing the knowledge base that underlies the current studies.  Further studies probed SPS in 

toluene at the low sulfonation regime and high molecular weight showed that even at 

concentrations as low as 1% the ionic clusters have a large impact on polymer motion on the 

nanosecond time scale.30 Our recent quasi elastic neutron scattering (QENS) studies have shown 
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that the dynamics of SPS in its acid form, in cyclohexane, a poor solvent for both the backbone 

and the sulfonated groups at room temperature, is constrained on the length scale of the rigid 

segment of the polymer, the length scale accessible to QENS. This motion increases with 

increasing temperature with a distinctive transition to a faster dynamics at the θ temperature of the 

polystyrene backbone in cyclohexane.31 

With results from real and reciprocal space, the current study strives to correlate the effects of 

clustering on the translation of constraint dynamics from the atomistic level and segmental length 

scales to the overall motion of the polymers, using sulfonated polystyrene in the ionomer regime. 

SPS in its ionomer regime, where well defined clusters are formed, is a well-studied polymer 

whose synthetic routes lead to narrow molecular weight distribution and the degree of sulfonation 

can be controlled.  The study focuses on short, lightly sulfonated polystyrene with low molecular 

weights of ~11 kg/mol in toluene which is a good solvent for the polystyrene backbone.  The small 

number of ionizable groups tethered to the backbone is sufficient to form clusters that constrain 

macroscopic motion, as shown by rheology, while the polymer backbone remains dynamic.     

4.3 Methodology 

Sulfonated polystyrene in its acid form with a molecular weight of ~11 kg/mol with a 

polydispersity index of 1.2 was purchased from Polymer Source™ Inc. The polymer was 

synthesized by anionic polymerization and was randomly sulfonated to sulfonation fractions of f 

= 0.03 and 0.09 of the available sites.  Samples were made by dissolving 10 Wt% of the polymer 

in d-toluene purchased from Cambridge Isotope Laboratories, Inc., USA. At these low 

concentrations, the polymer readily dissolves. Samples were then allowed to equilibrate for several 

days under ambient conditions. The polymer concentration is typical of that used in solution 
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casting of ionic polymers and is just above the overlap concentration (~6.4Wt%) of the polystyrene 

with similar molecular weights.    

Neutron Spin Echo NSE experiments were performed at the spallation neutron source (SNS, Oak 

Ridge, TN, USA).13 Data from two neutron wavelengths 8 Å and 11 Å were combined to cover a 

wide q-range of 0.057 Å-1 to 0.32 Å-1 and Fourier times of 0.04 –100 ns. The q range and the 

Fourier time probed were determined by sample characteristics and instrument limits. 

Two reference samples, a sheet of graphite and Al2O3 powder, were measured and used to correct 

for instrument resolution. The solvent was run separately and subtracted from the data. The data 

were collected by an in-house program, developed initially in Jülich Center for Neutron Science, 

Germany,  and reduced to the form of S(q,t) using DrSpine program.32 The temperature was 

controlled at 303 K by an SP FTS ThermoJet control system (SP Industries Warminster, PA) with 

the accuracy of +/- 0.5 K. Samples were encapsulated in 3 mm thick quartz rectangular Hellma 

cells (Müllheim, Germany). 

Molecular Dynamics Simulations Comparable systems were studied by MD simulations. 

Sulfonated polystyrene and toluene were built using the polymer builder in BIOVIATM Materials 

Studio. The system contained 148 unique, atatic sulfonated polystyrene chains with sulfonation 

fraction f = 0, 0.03, and 0.09, each with a total molecular weight of ∼11 kg/mol with 106 monomer 

per chain with Na+ as a counterion. Similar to the experiments, the computer solutions consist of 

10 wt% polymer in toluene. Each system contains between 2.4 - 2.5 million atoms. The final 

dimension of the cell is L ~ 31.0 nm for the 3 values of f; dimensions that are much larger than the 

size of a polymer chain whose radius of gyration Rg is 28 – 31 Å. The all atoms optimized 

potentials for liquid simulations (OPLS-AA) force fields, developed by Jorgensen et al.33, 34 were 

used to model the system. The initial simulations were carried out using the LAMMPS35 software 
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package and converted to GROMACS36-38 for enhanced efficiency.   

Each system was first run at constant pressure of 1 atm for 10 ns to obtain equilibrium density. 

The dielectric constant ɛ was increased from 1 to 30 to reduce the residual electrostatic screening 

between ionic groups. This step breaks the ionic clusters allowing the chains to locally equilibrate. 

Each solution was run for 30 ns at constant volume after which the dielectric constant was reset to 

1 and ran for 600-800 ns at temperature 300 K. 

4.4 Results  

 

 

 

 

 

 

The dynamic structure factor, S(q,t) at different wave vectors q values for a solution of f = 0.03 in 

toluene, are presented in Figure 4.1.  The lowest q attainable on the instrument, 0.057 Å-1, captures 

the dimensions of the correlations between ionic clusters detected by SANS.39 At these 

dimensions, S(q,t) decreases significantly slower than at higher q and does not fully decay within 

Fourier times accessible. For q > 0.11 Å-1, where segmental dynamics is manifested, S(q,t) fully 

decays within the time range accessible. With the multitude of time and length scales of dynamics 

in these solutions, a stretched exponential Kohlrausch–Williams–Watts (KWW) model was first 

Figure 4.1: (a) Dynamic structure factor S(q,t) from NSE for f = 0.03 at 303 K as a function of q. (b) Effective 

diffusion coefficient Γ1(q) (open) and Γ2(q) (filled) extracted from the fits to a double exponential function 

for f = 0.03 (red) and f = 0.09 (blue). 
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attempted but was unable to capture the entire q range. The patterns were thus analyzed in terms 

of a sum of two exponentials, 

S(q,t)/S(q,0) = A1exp(-t/τ1) + A2exp(-t/τ2)                      (1) 

where A1 and A2 are pre-exponentials that weighs the contributions of each of the processes in 

S(q,t), t is time, and τ1 and τ2 are relaxation times. The sum of A1 + A2 →1 for all q. 

The results obtained by fitting S(q,t) to a sum of two exponential and the relaxation times are 

extracted. The relaxation rates Γ1(q) and Γ2(q), with Γi(q) =1/τi(q) plotted in Figure 4.1b, show are 

on the same order of magnitude, with Γ1(q) < Γ2(q).  However, both are essential to capture the 

relaxation of the polymer in toluene across the entire q range.  For the slower relaxation rate, A1 

=0.78 at q = 0.057 Å-1 decreases to 0.39 at q = 0.323 Å-1 whereas for the faster one, A2 increases 

from 0.22 to 0.60 across this q range for f = 0.03. For f = 0.09, the slow relaxation rate, A1 =0.83 

at q = 0.057 Å-1 decreases to 0.30 at q = 0.323 Å-1 whereas for the fast relaxation rate, A2 increases 

from 0.17 to 0.70 across this q range. 

For a simple, non-constraint process the relaxation rates Γi(q) vary linearly with q2. However, Γi(q) 

as a function of q2 clearly deviates from linearity, as seen in Figure 4.1b, pointing to constraint 

dynamics. These data are plotted in terms of “effective diffusion” Γi(q)/q2, commonly used for 

diffusive systems, as a function of q in Figure A4.1, demonstrating that in contrast to diffusive 

motion the effective diffusion exhibits a strong q dependance. With increasing q, Γ1(q), increases 

with a lower slope than Γ2(q) and exhibits a cross over to a faster motion at q = 0.135 Å-1. Notable 

differences are observed between f = 0.03 and 0.09 solutions, where the relaxation rates of f = 

0.03 solution is faster than that of f = 0.09 across the entire q range. With increasing q, Γ2(q) first 

increases slightly followed by a cross over to a rapid change that transitions to a slower increase 

at high q.   
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These results depict two interdependent dynamic processes, a slow motion that takes place on the 

length scale of the inter ionic-cluster correlation and a faster segmental motion that exhibits a 

strong q dependence that diverges from simple diffusion, indicative of constraints motion of the 

chains beyond the mesoscopic length scale of the inter cluster correlation.  

In these solutions, SPS whose backbone below the entanglement length of PS in the melt, 

constitute only 10% of the solution. The rest is toluene, which is good for the PS backbone.  

Therefore, the constraint dynamics is attributed to direct confinement of segments to the ionic 

clusters and bridging between clusters through individual chains residing in several clusters 

simultaneously. Direct confinement varies as a distance from the tethering point of the chains as 

depicted from the MD simulations. 

Visualization of computed solutions of PS and SPS with f = 0, 0.03 and 0.09 are shown in Figure 

4.2. The solution of f = 0 is rather homogeneous.  With increasing sulfonation to f=0.03, clusters 

Figure 4.2: a) Visualization of polymer domains in solutions of f = 0, 0.03 and 0.09, at 300K.  Toluene is removed 

for clarity.   b) Visualization of two chains in all solutions at 5 ns intervals with only 1/27 of the simulation cells 

shown. (blue – backbone, red – oxygen, yellow – sulfur, black- Na+    
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are formed, driving the formation of polymer-rich and solvent rich regions, where the polymer 

rich domains propagate across the solution. In f = 0.09 solutions, well defined clusters are 

observed, the polymer rich domains become denser and often segregated from the toluene.  This 

significant phase segregation between the polymer-rich and solvent domains as has been 

previously reported by SANS.39 This inherent inhomogeneous in these associative systems drives 

the complex dynamics observed in S(q,t). 

Visualization of representative chains in the solutions, shown in Figure 4.2 b, captures the motion 

of the chains 5 ns apart for f = 0, 0.03 and 0.09. The Na+ counter ions are condensed and do not 

move away from the ionic groups within the time scale observed.  

In this time frame, only the fast motion is visually captured, the large-scale breathing mode of the 

entire network is observed only through the change in the position of the clusters. The chain 

segments closer to the clusters however show comparatively less motion than those further away 

and the overall chain mobility increases with their distance from the clusters.  

Figure 4.3: (a) Experimental (filled))  and computed (open) S(q,t) for f = 0.03. (b) Computed partial dynamic 

structure factors S(q,t) of the indicated polymer segments. The solid lines in a) and b) correspond to the results of 

fitting to a sum of two exponents. (c) The relaxation rates Γi(q) extracted from the fitting of the computed dynamic 

structure factors as a function of q2 for the polymer (red), the phenyl rings (Ph-ring, orange) and the sulfonated 

phenyl rings (S-rings blue) for f = 0.03 solutions. 
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The dynamic structure factor S(q,t) was calculated for the computed solutions using  

  𝑆(𝑞, 𝑡) =  ∑ 𝑏𝑖
𝑁
𝑖,𝑗=1 𝑏𝑗𝑒[𝑖𝒒.(𝒓𝒊(𝑡)−𝒓𝒋(0)]  /  ∑𝑖=1

𝑁 𝑏𝑖
2             (2) 

where bi are the neutron scattering lengths of atom i and ri(t) position of atom i at time t.  These 

computational results in comparison with the experimental measurements are presented in Figure 

4.3. The computed S(q,t) for f = 0.03 is compared with the corresponding experimental results in 

Figure 4.3 a. The two are in distinctive agreement, which allows a direct correlation of the 

reciprocal space results with the molecular insight attained from computational studies.  

The computed S(q,t) for the polymer, phenyl, and S rings of the SPS are shown for representative 

q values in Figure 4.3 b. As expected, for all three q values, the dynamic structural factor of the 

non-sulphonated phenyl ring decays faster than the sulfonated and the polymer ring. The dynamic 

structure factor for the entire polymer follows the motion of the non-sulfonated ring. With 

increasing q, the phenyl ring motion shows higher deviation from the sulfonated one and the 

polymer motion.  Similar trends have been previously obtained for SPS melts.17 As S(q,t) averages 

over clustered and non-clustered S-rings, together with coupling of the polymer backbone to the 

solvent, the differences in local dynamics of the S-rings and the rest of the chains are smaller.  The 

effective diffusion constants extracted from the computed S(q,t), shown in Figure 4.3 c, follow the 

same trend as the experimental one for the entire polymer. 



 
 

63 

The impact of the degree of clustering and their size is reflected in computed S(q,t), where 

increasing sulfonation fraction results in slower decay as shown in Figure 4.4 a. However, the 

effects vary with length scale. At low q, where the inter-cluster correlations and direct tethering of 

the chains dominate, the effect of f is the largest and S(q,t) for f = 0.03 and 0.09 are distinctive. At 

intermediate q (q = 0.1 Å-1), the dynamics of f = 0.09 captures slower dynamics compared with 

that of f = 0 and 0.03. As q increases, probing smaller dimensions, the motion the dynamics 

becomes faster where f = 0 and 0.03 are hardly distinguishable and f = 0.09 is only slightly slower.   

The motion of the entire chains is captured by the mean square displacement (MSD) shown in 

Figure 4.4 b for the center of mass (COM) of the polymers, where 𝑀𝑆𝐷 =  ∑ < |𝒓𝒊
𝑁
𝑖=1 (𝑡) −

𝒓𝒊(0)|2 >/N with N in the number of atoms, ri(t) and  ri(0) are the position of atom i at times t and  

0, respectively. The average is over different starting times. MSD clearly decreases with increasing 

sulfonation, where MSD of the non-sulfonated chain increases linearly with time, that of f = 0.03 

and 0.09 solutions curve towards leveling off at longer times, typical for constraint diffusion. This 

Figure 4.4: (a) Calculated S(q,t) at the indicated sulfonation fractions for f = 0,  0.03, and 0.09 at the indicated q 

values. The solid lines are the results of fitting to the sum of two exponents, eq. 1. (b) MSD of the center of mass as 

a function of time at the indicated sulfonation fractions and MSD of the toluene (c) MSD the polymer backbone 

marked by full symbols the Ph-ring marked be empty ones, and S-Ring  by a crossed symbol. The PS is marked by 

a line only. 
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effect is further manifested in MSD of the separate constituents of the polymer, shown in Figure 

4.4 c where MSD of the sulfonated ring is slower than that of the non-sulfonated ones. 

Comparing the motion depicted by MSD with segmental dynamics attained from NSE, translate 

the molecular insight into the mesoscopic length scale.  For f = 0.03, the time for a monomer on 

the backbone to move an average distance of order l = 2π/q is approximately the time it takes for 

S(q,t) to decay by 90%. This indicates that decay times measured by the dynamic structure factor 

are dominated by the single chain relaxation. However, for f = 0.09, in the time S(q,t) decays by 

90%, the average distance a monomer on the backbone moves is much less than 2π/q, indicating 

that the decay of S(q,t) is dominated by the collection motion of the chains. For example, for q = 

0.011 Å-1, l = 57 Å, in the time for S(q,t) to decay, the average displacement of monomers on 

backbone is ~ 55 Å for f = 0.03 and ~32 Å for f = 0.09. Similar behavior characterizes all q values 

measured. 

The polymer chains are confined to the network through clustering, however the network remains 

mobile and moves in the solvent, while polymer remains confined to the cluster. The number of 

Figure 4.5: a) Number of unique chains NUC normalized to the number of sulfur atoms Nc in a cluster for f = 0.03 

and 0.09, together with visualization of one cluster and the associated chains for each case. b) Number of 

pairs Npair of sulfur atoms that remain in the same cluster as a function of time for all S pairs (filled) and for S pairs 

tethered to different chains (open).   
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distinctive, unique chains that participate in each of the clusters normalized to the number of sulfur 

atoms in a cluster Nc, is shown in Figure 4.5 a. Sulfur atoms residing within 6 Å radius of each 

other are defined to be in the the same cluster.39 The average cluster size for f = 0.03 is 2.8 and for 

f = 0.09, it is 3.8. On average more than one chain associated with each cluster for clusters of size 

Nc >2. Therefore, the clusters consist of sulfur groups from distinctive chains as well as intra-

molecular association. With the long-lived nature of these clusters, chains directly participate in 

more than one cluster driving macroscopic constraint motion. The clusters’ “survival time” was 

measured by calculating the number Npair of pairs of sulfur atoms that remain in the same cluster as 

a function of time (Figure 4.5 b). These results show that over times scale where S(q,t) decays, the 

ionic clusters hardly change. 

4.5 Conclusions 

The results attained from neutron spin echo studies and MD simulations, combing real and 

reciprocal space, have resolved a long-standing critical challenge of how constraints exerted by 

assembly of limited number of ionic segments affects macroscopic dynamics in networks formed 

by ionizable polymer solutions. NSE and MD simulations were carried out on a model system of 

low sulfonation SPS in the acid and sodium salt respectively, in toluene. We show that SPS forms 

long lived clusters of the ionizable groups, whose survival time is longer than microsecond, 

directly affecting the motion of the segments that are confined to the clusters. These clusters 

consist of ionizable groups that reside either on the same chain or on distinctive chains, where 

those who reside on different chains, constrain the dynamics on the mesoscopic length scale. Direct 

bridging between clusters, even by very few chains drive the larger scale constraint of the motion 

observed by rheology. Combining the results from real spaces and reciprocal space have enabled 
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the realization of a long-standing challenge in polymers, an approach that will facilitate the 

understanding of complex systems and whose dynamics is coupled across time and length scales. 
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4.7 Appendix 

Element Scattering lengths (10-15 m) 

H -3.74 

D 6.67 

C 6.65 

S 2.80 

O 5.80 

Na 3.63 

Table A4.1: Neutron scattering lengths for selected elements. 
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Figure A4.1: SANS patterns of I(q) versus q for f = 0.03 for 10 Wt% SPS in toluene at 303K  

Figure A4.2: Dynamic structure factor S(q,t) versus log(t) from NSE for f = 0.03 at 303 K in a range of q 

values 
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Figure A4.4: The relaxation rates Γ1 (full) and Γ2 (open) extracted from the fitting to double exponential 

function for the computed dynamic structure factors as a function of q for the f = 0 (yellow) and f = 0.03 (red)  
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Figure A4.6: Calculated S(q,t) for f = 0 at the indicated q values. The solid lines are the results of fitting to the 

sum of two exponents. 

 

 

Figure A4.5: A1 and A2 values for f = 0, f = 0.03 and f = 0.09 from double exponential 

fitting 

Figure A4.7: Structure of SPS 

polymer 
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CHAPTER FIVE 

FROM IONIC CLUSTERS DYNAMICS TO NETWORK CONSTRAINTS IN 

IONIC POLYMER SOLUTIONS 

5.1 Abstract 

Physical networks formed by ionizable polymers with ionic clusters as crosslinks are controlled 

by coupled dynamic events that transcend the ionic clusters through chain motion to macroscopic 

response.  Here coupled dynamics, across length scales, from the ionic clusters to the networks in 

toluene swollen polystyrene sulfonate networks, was directly correlated using neutron spin echo 

measurements and molecular dynamics simulations carried out to times typical of relaxation of 

polymers in solutions. The experimental dynamic structure factor is correlated with the calculated 

one for computed solutions as the networks are perturbed by elevating the temperature and 

changing the electrostatic environment. In toluene, the long-lived clusters remain stable over 

hundreds of ns across a broad temperature range, while the polymer network remains dynamic. 

Though the size of the clusters changes as the dielectric constant of the solvent is modified through 

addition of ethanol, they remain stable but morph, enhancing the polymer chain dynamics. 

5.2 Introduction 

Ionizable polymers form networks through physical crosslinks of clustered ionizable groups. The 

heterogeneity of the structure and response of these complex networks enables their many 

applications, ranging from biotechnology to clean energy generation and storage.1-4 In contrast to 

chemically crosslinked networks, the clusters constitute a dynamic bridge whose properties affect 

the network behavior in melts and in solutions.5-7 Determining coupled dynamics across distinctive 

length scales remains a challenging open question, fundamental to these complex networks, and 



 
 

74 

critical to the design of ionizable polymers assemblies for targeted applications. Combining 

neutron spin echo (NSE) measurements with groundbreaking atomistic-level molecular dynamics 

(MD) simulations, a direct correlation between dynamics of intra-cluster events to network motion 

was attained. Reaching time scales of polymer chains dynamics in solutions was enabled by 

exascale computing and is a key to bridging between length scales. NSE probes mesoscopic length 

scales (0.5-40 nm) on a time scale of up to ~150 ns here and MD simulations access intra-cluster 

dynamics in correlation with that of the mesoscopic response of the networks. We find that small 

changes in intra-cluster structure is sufficient to impact the mesoscopic network dynamics and 

ultimately affect their macroscopic motion. 

The dynamic processes across length scales of networks formed by a model polymer, sulfonated 

polystyrene (SPS) in toluene, a good solvent for the backbone and poor for the polar groups, are 

probed as the systems are perturbed by increasing the temperature and adding a polar solvent.  

Pioneering studies of Weiss and coworkers demonstrated the confining effects of ionic clusters on 

the rheology of SPS solutions.8-12  Early NSE studies of SPS 13, 14 further affirmed that the ionic 

clusters confine segmental dynamics in solutions. Our recent NSE-MD study of SPS in toluene7 

have shown that while the network dynamics is constraint by the clusters, the highly solvated 

individual polymer chains  remain dynamic. 

The realization that clusters affect the structure and dynamics of these has driven several studies 

where their electrostatic environment was tweaked by controlling the counterion or  changing  the 

dielectric constant of the solvent.10  Weiss and co-workers have shown that the counterions affect 

the structure and rheology of short oligomers.9 Molecular insight attained by Agrawal et al.15  

showed that increasing the dielectric constant of the system decreases the cluster size, affecting 

their shape, and enhances the dynamics of SPS melt systems. Our quasi-elastic neutron scattering 
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(QENS) studies, have shown that the addition of small amounts of high dielectric solvents such as 

ethanol to SPS solutions in cyclohexane increases segmental dynamics on short length scales.6 

This enhanced motion has been attributed to reduced cluster dimensions in presence of ethanol, 

impacting the number of unique chains that reside in each of the clusters, thus reducing the 

bridging that controls the network. These studies have clearly shown that clustering affects the 

overall motion of the networks from directly confined network to macroscopic rheology response. 

However, the direct correlation between internal cluster dynamics, across length scales to the 

mesoscopic and macroscopic motion of ionomer networks, critical to the ability to tune the 

structure of these complex fluids, remains an outstanding challenge. This fundamental challenge 

is probed herein, through temperature and dielectric perturbations of the system, while 

simultaneously following their effects on intra-cluster characteristics and network dynamics.  

5.3 Methodology 

Here, experiments were carried out on randomly sulfonated polystyrene in its acid form, 

synthesized through anionic polymerizations, with sulfonation fractions of f = 0.03 and 0.09 and 

molecular weight of 11 kg/mol with a polydispersity index of 1.2 (Polymer Source TM Inc.). The 

polymer readily dissolves in d-toluene (Tol) and d-toluene/d-ethanol (Tol/EtOH) (Cambridge 

Isotope Laboratories, Inc.) to form 10 wt% solutions.    

NSE experiments were performed at the spallation neutron source (SNS),16 combining data from 

wavelengths 8 Å and 11 Å and Fourier times of 0.04 –100 ns. A sheet of graphite and Al2O3 

powder, were measured and used to correct for instrument resolution. The solvents were run 

separately and subtracted from the data. The data were collected by an in-house program, and 

reduced to the form of S(q,t) using the DrSpine program.17 The temperature was controlled by SP 

FTS ThermoJet system with the accuracy of +/-0.5 K. Samples were encapsulated in 3 mm thick 
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quartz rectangular Hellma cells (Müllheim, Germany). Temprature dependence runs were carried 

out over a smaller q to enable measurements of all temperatures on the same solution. S(q,t) were 

analyzed as a sum of two exponentials, extracting relaxation rates for a slow and a fast processes.18 

Fitting to a 2 of 4-6 were carries out, depending on the specific solution with an overall 10% error 

for the individual fitting parameters. 

Comparable systems to the experiments were studied by MD simulations. The molecules were 

built using the polymer builder in BIOVIATM Materials Studio with 148 unique, atatic sulfonated 

polystyrene chains and sulfonation fraction f = 0, 0.03, and 0.09, each with a total molecular weight 

of ∼11 kg/mol with 106 monomers per chain with Na+ as a counterion. The all atoms optimized 

potentials for liquid simulations (OPLS-AA) force fields 19, 20 were used to model the system. The 

initial simulations were carried out using the LAMMPS 21 and converted to GROMACS.22-24  Each 

system contains between 2.4 - 2.5 million atoms and was run for 600-800 ns. The evolution of 

ionic clusters with time is given in Figure A5.1. These systems represent realistic states of the 

polymer in solutions that may often be in long lasting kinetically trapped states.  Simulation details 

are given in the appendix. 
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5.4 Results 

 The experimentally measured S(q,t) for f=0.03 as ethanol with a dielectric constant  = 25 is added 

to toluene whose  = 2.37 25, 26 are shown in Figure 5.1 and are compared with S(q,t) measured for 

toluene.7 As little as 5 wt% ethanol added to toluene is manifested in a significantly faster decay 

of S(q,t). The acceleration of dynamics takes place across all q values, with the largest effect is 

predominantly at the lower q regime where the inter ionic clusters correlations are expressed. At 

higher q values, where segmental dynamics is manifested, S(q,t) decays to 0 within 4 – 40 ns, and  

it is only slightly affected by the addition of ethanol. This q dependance provides direct evidence 

that cluster characteristics are critical to understanding their impact on mesoscopic motion of the 

network, where in addition to cluster size and morphology, inter-cluster dynamic events are 

critical. 

S(q,t) was analyzed in terms of a sum of two exponentials, 

S(q,t)/S(q,0) = A1exp(-t/τ1(q)) + A2exp(-t/τ2(q)) 

Figure 5.1: (a)  NSE S(q,t)  for 10Wt% SPS solutions with  f = 0.03 at 303 K as a function of  time  for the 

indicated q value  for 95:5 Tol:EtOH  (full lines) in comparison with toluene only (dashed lines) and (b) 

the relaxation rate constants Γ1(q) and Γ2(q) extracted from the fits to a double exponential function for 

NSE for 95:5 (bold) Tol:EtOH 100:0 (open). 
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where A1 and A2 are pre-exponentials that weigh the contributions of each of the process to S(q,t), 

t is the time, and τ1(q) and τ2(q) are relaxation times.18, 27 The data were initially fit to a KWW 

model,28 which was unsuccessful capturing the entire q range for most systems. The relaxation 

rates Γi(q), with Γi(q) =1/i(q), are plotted as a function of q2 in Figure 5.1 b, with Γ1(q) < Γ2(q). 

The coresponding representaion of these data in terms of effective diffusion constants Γi(q)/q2 are 

plotted in Figure A5.2. The pre-exponential factors are presented in Table A5.1 of the appendix 

where A1+A2 ~1. The relaxation rates exhibit two distinctive regions, with a crossover at q ~ 0.02 

Å-1. At low q, correlations on the inter-cluster dimensions are reflected, and segmental dynamics 

is expressed predominantly at higher q values. Even though Γ1(q) and Γ2(q) increase across the 

entire q range as ethanol is added, the dynamics remains that of a confined system. 

Figure 5.2: Visualization of 10Wt% f = 0.03 SPS in solution of Tol:EtOH  (a) 95:5 and (b) 100:0, at 600 ns.  

Solvent molecules are removed for clarity. (c) Dynamic structure factor S(q,t) as a function of q for Tol:EtOH 

95:5 computational (open) and NSE (solid).  The lines correspond to fitting of the computational data. (d) 

Relaxation rate Γi as a function of q2, NSE (red) and simulations (blue) for Tol: EtOH 100:00 (circle) 95:5 

(square) and 75:25 (triangle) at 300K. 
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Visualizations of computed solutions of Tol:EtOH 95:5 and 75:25 are shown in Fig 5.2 a,b. In both 

solutions, the size of the ionic clusters visually decreases, as shown in the cluster size evolution 

with time shown in Figure A5.1. With increasing ethanol levels, the chains agglomerate enhancing 

the heterogeneity of the networks for both solutions. However, the effect is more pronounced in 

the 75:25 Tol:EtOH solutions. 

S(q,t) calculated for the computed solutions is in distinctive agreement with the experimental 

measured values, as shown in Figure 5.2c. Γ1(q) and Γ2(q) of the computed solutions and the 

experimentally extracted ones, are presented in Figure 5.2d. Γ1(q) and Γ2(q) for 95:5 Tol:EtOH, 

are accelerated compared with those of toluene solutions, whereas  for 75:25 Tol:EtOH are slower. 

The q dependence for both solutions follows that of toluene swollen networks.             

Figure 5.3: Representative NSE dynamic structure factor S(q,t) for 10 wt% solutions of SPS f = 0.03 in 

toluene at (a) q = 0.045 Å-1 (b)  0.083 Å-1 and (c)  0.165 Å-1 and for f = 0.03 in 95:5 Tol:EtOH at the 

indicated q and temperature.  
 



 
 

80 

The networks are perturbed by increasing the temperature from 283K to 328 K for f =0.03 in 

toluene and toluene-ethanol. Representative NSE spectra for low, intermediate, and high q regions 

for different temperatures are shown in Figure 5.3a and the corresponding Γ1(q) and Γ2(q) are 

presented in Figure 5.3 b,c. With increasing temperature S(q,t) decays faster for both solutions. 

The response of the Tol:EtOH solutions to temperature increase is larger than that of Tol solutions. 

At all temperatures Γ1(q) and Γ2(q) exhibit two distinct length scales with a cross over region.   

However, at low q, Γ1(q) hardly changes up to q ~ 0.1 Å-1, and above, it increases almost linearly.  

Γ2(q), the faster motion constant, exhibits a similar trend however the crossover takes place across 

a broader q range. In this temperature range, despite the enhanced motion, the dependence Γi(q) 

on q2 diverge from linearity as the chains remain confined.  

Figure 5.4: Relaxation rates Γ1(q) (dashed lines) and Γ2(q) (solid lines) a function of q2 for 10% SPS 

solutions f = 0.03 in (a) toluene and (b) 95:5 Tol:EtOH, at the indicated  temperatures.   

  

 



 
 

81 

 

𝛤𝑖(𝑞) are plotted as a function of 1/T for selected q values in Figure 5.5. At low q values, increasing 

temperature has a minimal effect on 𝛤1(q). However, at higher q, 𝛤1(q) varies significantly more 

with temperature. 𝛤2(q) increases with increasing temperature for all q values. Both 𝛤𝑖(q) increase 

with increasing temperature, where the slow relaxation constant, is linear within the accuracy of 

the fitting which is ~10%. The faster relaxation rate diverges from linearity with a crossover at 

~303K. The difference in temperature response reveals that cluster intercorrelation is hardly 

affected by temperature. The temperature, however, affects segmental motion of the highly 

solvated chains.  Elevating the temperature from 283K to 328K results in a small energy change 

of ~ 0.09 kcal/mol, which is significantly smaller than the electrostatic energy that holds together 

ionizable clusters however it is sufficient to impact solvated segmental dynamics.  

This trend however is more pronouced in Tol:EtOH solusions where the clusters are perturbed. 

Together with previous observations of the impact of added alcohol on the structure29 and 

Figure 5.5: Relaxation rates (a) Γ1(q) and (b) Γ2(q) as a function of 1/T for f = 0.03   10Wt.% SPS in toluene 

(open) and 95:5 Tol:EtOH (filled) at the indicated q values. 
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dynamcis7 of ionizable polymers, it becomes evident that the internal dynamics of the clusters 

alters the overall motion of the polyemrs on the mesoscopic length sacle.   

The internal dynamics of the clusters including the survivial time of pairs of sulfonated groups 

across the solutions and the time dependance of the intra-cluster correlations were measured for 

the computed solusions. The survival time of pairs of sulfur atoms that initally reside in the same 

ionic clusters as time evolves, are shown in Figure 5.6 a for f=0.03 and f=0.09 in toluene at two 

temperatures. Surprisingly, though over long times their number decreases; there is hardly any 

exchange of ionizable groups between clusters over the time of the network dynamcis. Though the 

addition of alcohol changes the total number of pairs, seen in Figure 5.6 b,  the average cluster size 

increases (Figure A5.2), the rate at which sulfur atoms leave the clusters remain the same, 

independend of the presence of alcohol. 

Figure 5.6: The number of S-S pairs at t = 0 that reside in a distinctive cluster and remain in that cluster as a 

function of time in 10 wt% SPS a) in toluene for f = 0.03 (filled) and f = 0.09 (open) b) in toluene (circles) and 

Tol:EtOH (squares(  for f = 0.03 at  300K (black) and 328K (red).    
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The internal dynamics was followed through measurement of the distance 𝑟𝑖𝑗(t)  between all sulfur 

atoms i and j that reside in an ionic cluster, as a function of time. Shown in Figure 5.7 are the 

results for all 15 S-S pairs for a representative cluster of size 6 for f = 0.09 with Tol:EtOH ratios 

of 100:0, 95:5 and 75:25. In pure toluene, the cluster moves as a rigid body with no exchange of 

neighbors and little fluctuations in the internal distances over 400 ns.  Raising the temperature to 

328K, does not affect this pattern.  With the addition of ethanol, the sulfur atoms within the cluster 

become more dynamic where 𝑟𝑖𝑗(t) increases over the 400 ns. At the higher temperature, intra 

cluster neighbor exchanges, which is strongly manifested in 75:25 Tol:EtOH.  

Screening the electrostatic interactions by ethanol, even though the solvent molecules remain 

localized around the cluster, is sufficient to allow internal motion that enables the clusters to morph 

and change their shape. As it has been previously shown, the shape of the clusters affects network 

dynamics on the length scale captured by NSE.7 Therefore, this dynamics on short time scales, is 

coupled through instantaneous shape change to the much slower motion of the clusters and the 

entire network. 

Figure 5.7:  Distance 𝑟𝑖𝑗(t)  between all sulfur atoms i and j in a representative cluster of size 6 as a 

function of time for 10 wt% SPS with f = 0.09 for Tol:EtOH a) 100:0 b) 95:5 and c) 75:5.  
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5.5 Conclusions 

With insight from NSE measurements and real space results, from MD simulations, we were able 

to extract and bridge dynamic events across the time and length scales that control the behavior of 

highly heterogeneous networks formed by solutions of ionizable polymers. A unique agreement 

between S(q,t) extracted from both techniques allows transposing of data across length scales from 

intra cluster events to that of the networks. S(q,t) is analyzed in terms of two characteristic 

relaxation rates, slow and fast, where the slow one is associated with inter ionic cluster correlations 

and the faster one captures segmental dynamics of the solvated chains. Internal cluster dynamics 

is attained from MD simulations. 

In both networks, the clusters are long lived, and significant numbers of sulfur pairs remain in the 

same clusters for 600-800ns, with very little exchange of ionizable groups between the clusters.  

In toluene, the internal structure of these clusters hardly changes with time and is not affected by 

temprature, while the network, however, remains dynamic on the mesoscopic length scale, as 

evident by NSE measurements. The addition of a polar solvent hardly affects the survival times of 

the clusters, but does affect the intrinsic dynamics, allowing the clusters to morph and in turn 

enhances the network dynamics. Temprature enhances the dynamics of the solvated chains 

independent of the nature of the solvent. 

With this two-prong approach, this study was able to identify the dynamics within ionic clusters 

of a model highly swollen ionic polymer network and provide a first direct correlation between 

intrinsic dynamics of the ionic assemblies and that of the network. Beyond the impact of the results 

on ionic polymers’ enabling technologies, this approach of combining neutron scattering and 

simulation would impact a broad range of soft matter systems that are governed by highly 

distinctive interactions. 
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5.7 Appendix 

Molecular Dynamics Simulations  

Sulfonated polystyrene, toluene and ethanol was built using the polymer builder in BIOVIATM 

Materials Studio. The system contained 148 unique, atatic sulfonated polystyrene chains with 

sulfonation fraction f = 0, 0.03 and 0.09, each with a total molecular weight of ∼11 kg/mol with 

106 monomer per chain with Na+ as a counterion.  As in the experiments, the computer solutions 

consist of 10 wt% polymer in pure toluene and toluene, ethanol mixtures. Each system contains 

between 2.4 - 2.5 million atoms. 

The all atoms optimized potentials for liquid simulations (OPLS-AA) force fields, developed by 

Jorgensen et al. 19, 20 were used to model the system. This potential includes bonded and non-

bonded terms. The bonded potential is sum of intermolecular bond, angle, and dihedral 

interactions. The non-bonded interactions are described by Lennard-Jones potential with an 

attractive r-6 and repulsive r-12 terms and a long-range Coulomb interaction. 

Simulations were initially carried out using LAMMPS 21.  The Newton equations of motions were 

integrated using a velocity-Verlet algorithm with a time step of 1 fs. The Lennard-Jones 

interactions are truncated at 1.2 nm. The Coulomb interactions are treated with long-range particle-
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particle particle-mesh (PPPM) algorithm with a real space cutoff of 1.2 nm and a precision of 

5x10-4. Periodic boundary conditions were used for all simulations.  

The solvents were added after the polymer system was run for 100 ns at 300K in an implicit good 

solvent.  Each system was first run at constant pressure of 1 atm using the Nosé-Hoover thermostat 

and barostat 30, 31 for 10 ns to obtain the correct density. The final dimension of the cell is L ~ 31.0 

nm for the 3 values of f, which is much larger than the size of a polymer chain whose radius of 

gyration Rg is 28 – 31 Å.  To allow the chains to locally equilibrate the dielectric constant ɛ was 

increased from 1 to 30 to reduce the residual electrostatic screening between ionic groups. The 

solution systems were run for 30 ns at constant volume after which the dielectric constant was 

reset to 1.  

The LAMMPS data were then converted to GROMACS 22-24 to enhanced efficiency. The 

electrostatics were treated using particle mesh Ewald 32 (PME) algorithm and Fourier grid spacing 

of 0.12 nm. All harmonic bonds involving hydrogen atoms were replaced with constraints. The 

temperature was maintained using the Bussi-Parrinello thermostat (V-rescale) 33 with a time 

constant of 0.1 ps. The simulations were carried out using 2 fs time step. Each system was then 

run at a constant volume at T = 300 K for 600-800 ns. Time t = 0 corresponds to the beginning of 

the run in GROMACS. The temperature was then increased to 328 K and ran at constant pressure 

for 10 ns and then ran at constant volume for 300-400 ns. 

The dynamic structure factor S(q,t) was calculated for the computed solutions using  

  𝑆(𝑞, 𝑡) =  ∑ 𝑏𝑖
𝑁
𝑖,𝑗=1 𝑏𝑗𝑒[𝑖𝒒.(𝒓𝒊(𝑡)−𝒓𝒋(0)]  /  ∑𝑖=1

𝑁 𝑏𝑖
2             (A1) 
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where bi are the neutron scattering lengths of atom i and ri(t) position of atom i at time t.  Due to 

the periodic boundary conditions, the wavevectors q are limited to q = 2π/L (nx, ny, nz), where L is 

the length of the simulation cell and nx, ny, and nz are integers.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Tol  Tol:EtOH 95:5 

q (Å
-1

) A1 A2  
q (Å

-1

) A1 A2 

0.057 0.778 0.222 0.057 0.871 0.162 

0.068 0.780 0.219 0.068 0.792 0.182 

0.115 0.689 0.311 0.115 0.714 0.274 

0.135 0.700 0.299 0.135 0.672 0.291 

0.203 0.599 0.401 0.203 0.558 0.472 

0.233 0.583 0.417 0.233 0.482 0.492 

0.307 0.424 0.576 0.307 0.351 0.621 

0.323 0.396 0.604 0.323 0.311 0.674 

Figure A5.2: Effective diffusion constants 

Γi(q)/q2 extracted from fitting to a sum of two 

exponential functions as a function of q2. NSE 

data for Tol:EtOH 100:00 (open circles) and 

95:5 (filled squares) for f =0.03 at T = 303 K 

Figure A5.1. Cluster size as a function of 

time for the indicated solutions. Cluster size 

is calculated by the number of S atoms 

within 6 Å.  

Table A5.1: Examples for Ai values extracted from the fitting of the NSE data to a sum of two 

exponentials for f =0.03 and T = 303 K. An error of 10% is associated with these fitted parameters. 
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CHAPTER SIX 

STRUCTURE AND DYNAMICS OF THF SWOLLEN POLYSTYRENE 

IONOMER MELTS 

6.1 Abstract 

Ionomers are polymers in which both backbone and ionic groups govern their properties. The ionic 

groups form long-lived clusters, trapping the system in metastable states, which reduces the 

dynamics of the system. One way of overcoming this is to process these ionic materials in 

solutions. However, very few solvents can dissolve both the ionic groups and the backbone of 

ionomers. The current study probes lightly sulfonated polystyrene (SPS) melts swollen with THF. 

This solvent is chosen for this study due to its ability to dissolve both components due to its 

hydrophobic yet polar nature. The effect of varying the sulfonation fraction and weight percent of 

THF on the polymer’s structure and dynamics is studied using fully atomistic molecular dynamics 

(MD) simulations. The addition of THF releases constraints between the ionic groups, resulting in 

larger ionic clusters than the melts. The intensity of the ionic peak at low wavevector q in the static 

structure factor S(q) becomes more intense as the ionic clusters grow and become more distinctive 

with increasing THF. The local dynamics of the different segments are strongly impacted by the 

amount of THF, allowing all segments to become more dynamic even though the average cluster 

size increases. 

6.2 Introduction 

The balance between electrostatic interactions and segregation between hydrophilic and 

hydrophobic groups in ionizable polymers drive the formation of clusters.1 While electrostatic 

interactions dominate the properties of polyelectrolytes2, ionomers' characteristics are governed 
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by both the backbone conformation and electrostatic forces. These ionic groups are crucial in ionic 

transport, mechanical behavior, and adhesion strength of the polymer. Segregation of the 

hydrophobic matrix and ionic clusters dominate the structure of ionomers such as sulfonated 

polystyrene (SPS), Nafion and polystyrene methacrylate.3, 4 The characteristics of these ionic 

assemblies, such as the size, shape, number, and distribution, affect the overall structure and 

dynamics of polymers and their transport characteristics. 

Ionic clusters have immense effects on the structure and dynamics of ionomers and exert 

significant constraints on the motion of polymers in solutions and in melts. One way to increase 

chain mobility in polymers in general is to add solvents.5 In ionizable polymers in which the ionic 

groups form clusters, however the solvent must tweak the clusters without collapsing the 

backbone.  For ionic polymers, most common solvents are selective to either the polymer backbone 

or the ionic groups. Kosgallana et al. showed that the addition of small amounts of ethanol to SPS 

ionomers in toluene solutions ethanol decreases the average cluster size and increases dynamics 

of the system. However, further addition of ethanol collapses the chains and dynamics of the 

system decreases.6, 7 This points to polar solvents with a relatively high solubility index, that will 

prevent the collapse of the polymer backbone but with a dielectric constant that will enable 

tweaking the cohesion of the ionic clusters as good candidates to unlock the ionic clusters and 

enhance the dynamics of ionomer melts. 

The effect of these ionic aggregates has driven many studies to understand the formation and effect 

of these clusters on the structure and dynamics of ionomers. Experimentally, Weiss and co-

workers used electron microscopy and small angle neutron scattering and observed that a minimal 

number of ionic segments has a large impact on the system's dynamics, and the addition of a polar 

solvent impacts the cluster formation.8, 9 Winey and co-workers studied sulfonated polystyrene 
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neutralized with Zn using scanning transmission electron microscopy and x-ray scattering and 

observed that for low sulfonation levels, spherical aggregates with ~ 2nm diameter formed 

independently of the sulfonation fraction and ionization degree.10, 11 Using molecular dynamics 

simulations, Hall et al. have shown that SPS forms discrete clusters instead of percolated 

aggregates formed in polymers with ionic in the polymer backbone.12 Agrawal et al. have shown 

that increasing the dielectric constant of the media decreases the size of the ionic cluster  and 

enhances the dynamics.13 X-ray scattering and MD simulations studied done on the precise and 

random poly(ethylene-co-acrylic acid) has showed that the ionomer peak is affected by the 

position of the charged groups. While randomness broadens the ionomer peak, spacing between 

the ionic groups shift the ionomer peak to lower wave vector.14,15 Mohottalalge et al. have shown 

that the placement of the ionic groups on the backbone affects both the structure and dynamics of 

the system. The distribution of ionic groups along the polymer chain affects the shape size and 

packing of these ionizable groups.16 Here, using molecular dynamics (MD) simulations we probe 

the effect of THF on the structure and motion of SPS, with a solvent polarity of 4, and dielectric 

constant of 7.43. THF is hydrophobic in nature which interacts with the backbone and  contains a 

polar component that is able to interact with the ionic groups and release contains in both segments. 

We demonstrate a quantitative correlation between the THF effect on cluster formation and the 

effect of THF on PS. We find that THF allows the polymer to release constraints and the ionic 

groups to form more well-defined clusters. 

6.3 Methodology  

Sulfonated polystyrene and THF were built using the polymer builder in BIOVIATM Materials 

Studio. The system contains 148 unique, atatic sulfonated polystyrene chains with sulfonation 

fractions f = 0, 0.03, and 0.09, each with a total molecular weight of ∼11 kg/mol with 106 
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monomers per chain. The counterion is Na+. The systems consist of 0, 6 and 10 wt% THF. Each 

system contains between 0.25 – 0.33 million atoms. Periodic boundary conditions were used for 

all simulations.  The final dimension of the simulation cell L varies from 14.2 to 16.0 nm, 

depending on the fraction of THF.  

The all atoms optimized potentials for liquid simulations (OPLS-AA) force fields, developed by 

Jorgensen et al.17, 18 were used to model the system. In all the simulations, the Lennard-Jones 

interactions was truncated at 1.2 nm. The initial simulations were carried out using LAMMPS19 

and converted to GROMACS 20-22 for enhanced efficiency.  In LAMMPS, the Newton equations 

of motions were integrated using a velocity-Verlet algorithm with a time step of 1 fs. The Coulomb 

interactions are treated with long-range particle-particle particle-mesh (PPPM) algorithm23 with a 

real space cutoff of 1.2 nm and a precision of 5x10-4. The temperature was maintained by coupling 

to a Langevin thermostat with a time constant of 0.1 ps. After equilibration, the systems were 

converted to GROMACS, in which case the electrostatics were treated using particle mesh Ewald24 

(PME) algorithm and Fourier grid spacing of 0.12 nm. All harmonic bonds involving hydrogen 

atoms were replaced with constraints using the LINCS algorithm.25 The temperature was 

maintained using the Bussi-Parrinello thermostat (V-rescale)26 with a time constant of 0.1 ps. The 

GROMACS simulations were carried out using 2 fs time step. 

Each system was first run at a constant pressure of 1 atm for 10 ns to obtain the equilibrium density. 

The dielectric constant ɛ was increased from 1 to 30 to reduce the residual electrostatic screening 

between ionic groups. This step breaks the ionic clusters, allowing the chains to equilibrate locally. 

Each system was then run for 30 ns at constant volume after which ɛ was reset to 1 and ran for 

1000 ns at temperature 500 K. We define t = 0 as the time at which ɛ was reset to 1. 
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Static quantities, including the pair correlation functions g(r), ionic cluster distribution, and the 

static structure factor S(q), were averaged over the last 20 ns of the run. The static structure factor 

S(q) of the system is computationally given by, 

𝑆(𝑞) = | ∑ 𝑏𝑖𝑒
𝑖𝑞 ∙ 𝑟𝑖

𝑖 |
2

/ ∑ 𝑏𝑖
2

𝑖                          (1) 

where 𝑏𝑖 are the scattering length for neutrons27 and 𝑟𝑖 is the position of atom i. The scattering 

length density of the THF was set to zero to capture the polymer structure. Due to the periodic 

boundary conditions, the wavevectors q are limited to q = 2π/L (nx, ny, nz), where nx, ny, and nz are 

integers.  The analysis for dynamic quantities, such as the mean squared displacement and dynamic 

structure factor S(q,t) was averaged over the last 800 ns of the run. The dynamic structure factor 

S(q,t) was calculated using  

  𝑆(𝑞, 𝑡) =  ∑ 𝑏𝑖
𝑁
𝑖,𝑗=1 𝑏𝑗𝑒[𝑖𝒒.(𝒓𝒊(𝑡)−𝒓𝒋(0)]  /  ∑𝑖=1

𝑁 𝑏𝑖
2  ,        (2) 

where ri(t) position of atom i at time t. 
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6.4 Results 

 

Representataive sulfonated melts with varying THF fractions is visualized in Figure 6.1 for 

sulfonation fractions f = 0.03 and 0.09. For all melts, independent of THF fraction, clusters are 

observed.  The THF molecules reside throughout the melt systems. As THF is added the solvent 

appears to drive the clusters further apart and increase their size.  

Figure 6.1: Visualization of SPS swollen melt at 1000 ns for (a) f = 0.03 (b) f = 0.09 with 

varying THF (Wt%). Yellow – sulfur, red- oxygen, black - Na+, blue- polymer backbone, green 

- THF molecule. Backbone is transparent for clarity. Slice of 1/3 of the entire simulation box 

is shown.  
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Similar to pristine melts,13 the ionic assemblies characteristics are quantified by the cluster 

distribution and their average cluster size. Two sulfur atoms are defined to be in the same cluster 

if the distance between them is less than 6 Å. The average cluster size increases with time reaches 

a plateau after ~200 ns for all THF levels. Surprisingly though, with increasing THF fraction, the 

average cluster size increases for both sulfonation fractions. Specifically, as the system is swollen 

by the addition of 6 wt% THF, the average cluster size in terms of sulfur atoms per cluster, almost 

doubles from 2.6 to 4.5 for f = 0.03. Further increasing the THF fraction to 20 Wt%, the average 

cluster size increases only slightly to 5.2. For f = 0.09, addition of 6 Wt% THF increases the 

average cluster size from 3.9 to 5.2, while further increase in THF, shows a significant increase in 

cluster size to 8.4 

Figure 6.2: (a) Average cluster size as a function of time with varying THF fractions for f = 0.03 (filled) 

and f = 0.09 (open) for 0 Wt% THF (red), 6 Wt% THF (yellow) and 20 Wt% THF (blued). Cluster 

distribution for (b) f = 0.03 and (c) f = 0.09 with varying THF fractions (averaged over 980-1000 ns). 

Inset of (c) shows an example of an ionic cluster for 0 and 20 wt% THF for f = 0.09.  
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The cluster distribution for f = 0.03 and f = 0.09 is shown in Figure 6.2 b,c for varying THF 

fractions. The pristine melts have a relatively large number of isolated sulfonated groups, that are 

not in clusters. For f = 0.03, the largest ionic cluster increases from size 10 in the melt to 13 with 

the addition of 6 wt% THF and to 17 with the addition of 20 wt% THF. For f = 0.09, the largest 

ionic cluster in the melt is of size 21, which increases to 32 with the addition of 6 wt% THF and 

to 37 with the addition of 20 wt% THF. The intriguing increase in size of the clusters with addition 

of THF is attributed this increase to this increase in constraints being released in presence of THF, 

which allows the polymer to form larger clusters. The cluster evolution is affected by both the 

solvation of the polymer backbone and the direct interaction of the ionizable groups with the 

solvent 

  To characterize the internal correlations between the sulfur atoms in specific clusters and between 

a sulfur atom and THF, we measured the pair correction functions g(r). The S-S pair correlation 

function is given by 𝑔𝑆−𝑆(𝑟) =  𝑑𝑛𝑆−𝑆(𝑟)/4𝜋𝑟2𝑑𝑟𝜌𝑆, where 4πr2 dr is the volume of spherical 

shell, ρS  is the S atom density, and dnS-S (r) is the average number of S as a function of distance r 

from a S atom. The first peak in 𝑔𝑆−𝑆(𝑟) at ~ 4.3 Å corresponds to the closest distance between 

Figure 6.3: Pair correlation function between (a) two sulfur atoms. (b) Pair correlation function between 

sulfur and oxygen atom of THF for f = 0.09. Insert of (b) shows ionic cluster and counter ion with THF. 
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two S atoms. The second peak captures the next neighbor distance, which shifts to larger distance 

with increasing THF fraction. As THF is added the ionic groups relaxes and the distance between 

the S atoms increases. With increasing THF fraction, the average cluster size increases as seen in 

Figure 6.2a, which results in increase the intensity of the first peak in 𝑔𝑆−𝑆(𝑟) an more sulfur atoms 

reside in the immediate surroundings of each other. 

 The correlation between the S atom and the O atom of the THF molecule is shown in Figure 6.3b. 

The first peak is at ~ 4.6 Å corresponds to the closest distance between S atom and O atom of the 

THF molecule with a second peak around ~ 8.7 Å. Due to THF molecular size the second peak is 

observed at a higher distance compared to the gS-O(r) second peak. The insert shows a cluster and 

neighboring THF molecules for f = 0.09 with 20 wt% THF.  

 The number of THF molecules associated with the sulfur of the SO3
- groups is given in Table 1.  

Here we define a THF molecule to be associated with a S atom if the distance between an O of the 

THF and a S atom are less than 7 Å, the distance of the first minimum in Figure 6.3b shows the 

solvent association with the S atoms of the ionic groups. With increasing THF fraction, the 

associated THF fraction increases from 0.46 to 0.63 for f = 0.03 and from 0.44 to 0.75 for f = 0.09. 

In all cases, the number of THF molecules associated with the ionic groups is considerably smaller 

System Ratio of THF 

molecules to S 

atoms (± 0.001) 

Average number of 

THF associated with 

a S atom (± 0.001) 

Fraction of 

condensed Na+ 

(± 0.001) 
Sulfonation 

fraction 

THF 

(Wt%) 

3 
6 2.99 0.46 0.995 

20 11.73 0.63 0.996 

9 
6 1.02 0.44 0.994 

20 3.99 0.75 0.996 

Table 6.1: Solvent association (THF-O atoms within 7Å of S atom) and condensed counter ion fractions 

(Na+ atoms within 6Å of S atom) 
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than the number of THF molecules in the entire melt. However, these numbers clearly show that 

THF is not a preferential solvent for the ionizable groups. The fraction of condensed Na+ which is 

Na+ atoms within 6 Å of the S atoms shows that almost all the counter ions are completely 

condensed with the ionic group. 

The impact of THF of the swollen melts was encapsulating the q range where the “ionic peak” is 

expressed to that of chain packing. The static structure factor S(q) for all melts as show Figure 6.4 

a-c. A comparison of the scattering of 20% swollen melts and the pristine ones are given in terms 

of Kratky plots in Figure 6.4 d. for f = 0 pristine melts the only signature of amorphous chain-

chain correlation is observed at high q. With increasing THF fraction, a more distinctive chain-

chain packing signature is observed. For f = 0.03 and 0.09, a distinctive peak at q ~ 0.2 Å-1 for 0 

and 6 wt% THF and at q ~ 0.18 Å-1 for 20 wt% THF is observed. The intensity of the peak grows 

with increasing f and THF. This peak, which is commonly referred to as the ionomer peak has 

been observed experimentally for a number of ionizable polymer systems.15  It corresponds to  the 

correlations between ionic clusters. For these low sulfonation fractions, the position of the peak 

corresponds to an average distance of ~31 Å for 0 and 6 wt% THF and ~ 35 Å for 20 wt% THF. 

The peak intensity increases with increasing f as have been previously shown for SPS melts. It 

Figure 6.4: Static structure function S(q) as a function of q for (a) 0 wt% (b) 6 wt%   and (c) 20 wt% THF with 

varying sulfonation fractions f = 0 (red), 0.03 (yellow) and 0.09 (blue). (d) Kratky plot for 0 (filled) and 20 

(open) Wt% THF. 
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also increases with THF fraction which could be attributed to the overall degree of swelling that 

separates the ionic clusters, coupled with increase of their size. The Kratky plot S(q)*q2 versus q 

for 0 and 20% THF for all three sulfonation is shown in Figure 6.4 d. Kratky representation 

normalizes the intensity to q2, which is the scaling for a Gaussian chain, manifesting other 

structural features such as the ionic peak. The slope at higher q provides further information 

regarding the conformation of the chains. As THF is added the ionomer peak becomes significantly 

narrower for both f = 0.03 and f = 0.09 consistent with formation of well-defined ionic clusters. 

This surprising evolution of the clusters with THF is indicative of the release of constraints that 

enables further assembly of the ionic clusters. The patterns shift to lower q values, i.e. larger 

dimensions. This is consistent with swelling as more THF is added. 

To further explore the nature of the clusters, S(q) was calculated for the sulfur atoms, shown in 

Figure 6.5. S(q) clearly shows that the development of well-defined clusters that shift to lower q 

values with increasing THF content. This peak in S(q) however, is rather broad reflecting a broad 

distribution of cluster sizes and their inter-cluster correlations.  

Figure 6.5: Static structure function S(q) for S atoms as a function of q for (a) f = 0.03 and (b) f =0.09 

for varying THF fractions. 
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The mobility of the chains, counterions and solvent are determined by measuring the mean square 

displacement 𝑀𝑆𝐷(𝑡) =  ⟨𝛥𝑟𝑖(𝑡)2⟩ = ⟨(𝑟𝑖(𝑡) − 𝑟𝑖(0))2⟩ as a function of time. The average is over 

multiple atoms and from 400 ns to 1000 ns. Figure 6.6a shows the MSD of the center of mass 

(COM) and the backbone. Here the backbone motion is considered as the motion of the chain 

without the phenyl rings. The COM motion is comparatively slower than that of the backbone on 

these time scales. The difference between MSD for COM and backbone increases as the THF 

fraction is increased. As we zoom into the system and look at the motion of the different phenyl 

rings, the sulfonated rings follow closely to that of the COM while the phenyl rings without S 

group follow closely the backbone. Due to the formation of clusters, the motion of the sulfonated 

rings is slower compared to that of the phenyl rings without sulfonated group at these time scales. 

The COM motion follows closely since the whole polymer slows down due to these clusters. The 

backbone follows closely to the phenyl ring motion due to the backbone having more phenyl 

groups compared to sulfonated rings attached to it. Similar differences in the local motion of the 

phenyl ring and sulfonated ring for melts has previously been observed by Agrawal etal.13  MSD 

shows that the polymer has moved less than their chain size over the times that are accessible 

Figure 6.6: Mean squared displacement MSD for for f = 0.09 with varying THF fractions. 0 Wt% THF (red), 6 

wt% THF (yellow) and 20 wt% THF (blued) (a) backbone and center of mass, (b) non-sulfonated phenyl rings 

and sulfonated phenyl rings, and (c) Na+ and THF. 
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computationally which indicates the polymer motion is restricted due to cluster formation.  The 

coupling between MSD of the Na+ and the sulfonated rings show that significant number of the 

ions are condensed. The condensation fractions are given in Table 6.1. The solvent motion 

increases almost 10-fold as fraction of THF increase from 6 wt% to 20 wt%.  

The dynamic structure factor S(q,t) provides further insight into the local segmental motion of the 

system. S(q,t) for 3 representative q values  is shown in Figure 6.7a for  f = 0.09. These systems 

were first analyzed by a stretched exponential Kohlrausch–Williams–Watts (KWW) model. But 

this did not capture the entire time range very well.  We found that a sum of two exponentials, 

                              𝑆(𝑞, 𝑡) =  𝐴1𝑒−𝑡/𝜏1(𝑞) + 𝐴2𝑒−𝑡/𝜏2(𝑞),                       (3) 

where Ai is constant and 𝜏𝑖(𝑞) are relaxation time, fit the data quite well. This model allows to 

capture two-time scales where slow and fast motions are captured within the same time scale. 

Results for the relaxation rates 𝛤𝑖(𝑞)  ∝  𝜏𝑖
−1(𝑞) are shown in Figure 6.7 b,c. As seen in Figure 

6.7b, the slower relaxation rates 𝛤1(𝑞)  increase with increasing q as one would expect. As the 

THF fraction increases the motion increases at all q values, consistent with the increase in local 

chain mobility as seen from the MSD, Figure 6.6. Even though larger clusters are formed with 

Figure 6.7: (a) Dynamic structure factor S(q,t) as a function of time for 3 values of q for f = 0.09. Relaxation 

rates (b) Γ1(q) and (c) Γ2(q) extracted from the fits to a sum of two exponentials (eq. 3) as a function of q for 

with varying THF. 0 Wt% THF (red), 6 Wt% THF (yellow) and 20 Wt% THF (blue). 
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increasing THF, the solvent reduces the restrictions on the local motions, and the polymers motion 

increases at all length scales. For the fast motion, 𝛤2(𝑞) shows the opposite trend as it decreases 

with increasing q for all THF fractions. The chains segments closer to the clusters show slower 

motion compared to the chain segments away from the clusters. As THF amount is increased the 

overall motion increase for all systems.  

To obtain some insight into the lifetime of the clusters, we measured the survival rate of pairs of 

S atoms which remain in the same cluster as a function of time. This is calculated by first 

identifying all S pairs that are within the same cluster and following which pairs remain in the 

same cluster at a function of time. The number of such pairs Npair decrease either by single S atoms 

leaving the cluster or the cluster breaking into two. Here Npair decreases predominately by a single 

S atom dissociating from the cluster. As seen in Figure 6.8, Npair decreases by at most 30% over 

800 ns, indicating that the clusters are very long-lived clusters, with the larger decreases observed 

in the presence of THF.  These long-lived clusters constrain the polymer mobility as seen in Figure 

6.6. For f = 0.03, the rate of decrease of Npair increases with THF fraction. As THF is added the 

ionic groups are less restricted and are able to move within clusters. This is more pronounced in f 

= 0.09 where the THF 20% shows a significant difference compared to the other two systems.  

Figure 6.8: Number of pairs Npair of sulfur atoms that remain in the same cluster as a function of time for all S pairs 

(a) f = 0.03 and (b) f = 0.09 for 0 Wt% THF (red circles), 6 Wt% THF (yellow triangles) and 20 Wt% THF (blue 

squares) 
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6.5 Conclusions 

The results attained here using molecular dynamics simulations of SPS melts swollen with THF 

reveal the mechanism releasing constrains exerted by solvents in ionomer melts. The cluster 

evolution with time as THF is added is followed by the visualization of the melts, direct 

measurements of average cluster size and S(q), where the dynamics is resolved through MSD and 

S(q,t) measurements. With addition of THF, the average cluster size surprisingly increases and 

forms larger assemblies however the overall motion of the polymers increases. This observation 

contrasted previous studies that have shown that increase cluster sizes would constraint chain 

dynamics. A close look into the number of unique chains that reside in distinctive clusters, 

however, reveals that with increasing cluster size in these THF swollen melts, the number 

decreases. Thus, the increase in cluster size is due to intra molecular assembly rather than bridging 

across the melts, that does not affect the overall macroscopic motion of the chain, though it would 

reduce local segmental dynamics. The survival time of sulfur pairs in the same cluster decreases 

with increasing THF fraction proving another mechanism for constraint release in these systems.  

This study shows that using non-preferential solvents, such as THF, cluster formation is altered 

providing a mechanism to control the assembly of ionomers, impacting their processing into 

materials with controlled structure and dynamics, and consequently their potential use in targeted 

applications. 
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CHAPTER SEVEN 

SHEAR RESPONSE ON THF SWOLLEN IONOMER POLYMER MELTS: 

MOLECULAR DYNAMICS SIMULATION STUDY 

7.1 Abstract 

Ionizable polymers contain charged groups that cluster, affecting their properties and directly 

impacting their potential uses, ranging from biotechnology to clean energy. Mechanical 

perturbation affects the clustering of these systems where they are constrained by two energy 

scales: electrostatic interactions of the ionic groups and van der Waals interactions of the 

backbone. Here, using molecular dynamics simulations, we probe the response to shear on these 

two energy scales for sulfonated polystyrene melts in the ionomer regime, f = 0 and f = 0.09. These 

melts were swollen with THF in order to reduce the constraints induced by electrostatic forces. 

The ionic assembly characteristics and shear viscosity were measured. We find that shear viscosity 

increases with the addition of even a few ionic groups compared to polystyrene. With the addition 

of shear, assemblies break apart in all THF fractions for f = 0.09. In comparison, the THF fraction 

shows a higher impact on the shear response of polystyrene compared to sulfonated polystyrene. 

7.2 Introduction 

Understanding the response of macromolecules to shear is crucial for their processing from 

molecules to viable materials,1, 2 and often to their function in their many applications.3 

Understanding the response to shear provides insight into the factors that their unique viscoelastic 

properties.4, 5 The behavior of polymers under shear is of particular importance in ionic polymers, 

where their ionizable segments drive the formation of the complex system that consists of 

hydrophobic van-der-Waals domains and ionic domains, each with a different response to 
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perturbation. The ionic clusters are known to constrain the internal dynamics of ionomer melts and 

solutions6-10 and thus affect their response to shear. While it has been clear that clustering impacts 

the macroscopic shear response of complex fluids formed by ionizable polymers, the correlation 

between the molecular and macroscopic length scales remains an open question, critical to 

processing and fundamental to the physics of these complex systems. Here, using fully atomistic 

molecular dynamics (MD) simulations, we elucidate the structure evolution of THF swollen 

polystyrene sulfonate melts under shear. We find that the presence of ionic clusters modifies the 

molecular shear response, which is strongly affected by the presence of THF. 

Weiss et al have extensively studied SPS ionomer structure and dynamics.5, 8, 10-18 They have 

shown that the ionic groups from different chains enhance the melt viscosity as well as elasticity 

even without entanglement.8 Colby and co-workers studied sulfonated polystyrene (SPS) in the 

polyelectrolyte regime.19 They observed that concentration of the polymer plays a crucial part in 

viscosity. With high concentration above entanglement onset, relation time increases steeply. 

Lopez et al have studied in salt-free and excess added salt solution20 they have found that the 

entanglement density and concentration are independent of added salt and solvent quality. Liu et 

al have studied telechelic ionomers based on either sodium carboxylate or sodium sulfonate 

groups.21 by comparison of these two ionomers they found that sodium carboxylate ionomers can 

adjust the network under flow before the overshoot and the higher fracture stains attained after the 

overshoot suggest associated network can be reconstructed more easily compared to sodium 

sulfonate containing ionomer. Further insight was obtained by Agrawal et al who have shown that 

as shear is applied the chains stretch and SPS clusters break for both Na+ and Mg2+ counter ions.22 

While average cluster size increases with decreasing shear rates, the average cluster size is always 

larger for Mg2+. Gulati et al have studied the effect of salt concentration on viscosity of semi dilute 
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polyelectrolyte solutions.23 They have observed that as polyelectrolytes with high molecular 

weight, crossovers over to semi dilute solution regime takes place in polymer concentrations where 

added salts and residual dominate the screening of electrostatic interactions. 

This study probes the effect of slight addition of solvents on the rheology properties of sulfonated 

polystyrene swollen melts. As a mutual solvent THF is added, SPS melts show released constraints 

and larger clusters are formed but the dynamics of the systems increase.24 Here the effect of shear 

on f = 0 and f = 0.09 with varying THF fraction is studied.  

7.3 Methodology  

Sulfonated polystyrene and THF were built using the polymer builder in BIOVIATM Materials 

Studio. The system contains 148 unique, atatic sulfonated polystyrene chains with sulfonation 

fractions f = 0 and 0.09, each with a total molecular weight of ∼11 kg/mol with 106 monomers 

per chain. The counterion is Na+. The systems consist of 0, 6 and 10 wt% THF. Each system 

contains between 0.25 – 0.33 million atoms. Periodic boundary conditions were used for all 

simulations.  The final dimension of the simulation cell L varies from 14.2 to 16.0 nm, depending 

on the fraction of THF.  

The all atoms optimized potentials for liquid simulations (OPLS-AA) force fields, developed by 

Jorgensen et al.25, 26 were used to model the system. In all the simulations, the Lennard-Jones 

interactions was truncated at 1.2 nm. The initial simulations were carried out using LAMMPS27 

and converted to GROMACS 28-30 for enhanced efficiency.  In LAMMPS, the Newton equations 

of motions were integrated using a velocity-Verlet algorithm with a time step of 1 fs. The Coulomb 

interactions are treated with long-range particle-particle particle-mesh (PPPM) algorithm31 with a 

real space cutoff of 1.2 nm and a precision of 5x10-4. The temperature was maintained by coupling 

to a Langevin thermostat with a time constant of 0.1 ps. After equilibration, the systems were 
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converted to GROMACS, in which case the electrostatics were treated using particle mesh Ewald32 

(PME) algorithm and Fourier grid spacing of 0.12 nm. All harmonic bonds involving hydrogen 

atoms were replaced with constraints using the LINCS algorithm.33 The temperature was 

maintained using the Bussi-Parrinello thermostat (V-rescale)34 with a time constant of 0.1 ps. The 

GROMACS simulations were carried out using 2 fs time step. 

Each system was first run at a constant pressure of 1 atm for 10 ns to obtain the equilibrium density. 

The dielectric constant ɛ was increased from 1 to 30 to reduce the residual electrostatic screening 

between ionic groups. This step breaks the ionic clusters, allowing the chains to equilibrate locally. 

Each system was then run for 30 ns at constant volume after which ɛ was reset to 1 and ran for 200 

ns at temperature 500 K. After running the built SPS melt systems at constant volume for ~200 ns 

in GROMACS, systems are converted to LAMMPS using MD-Analysis toolkit. Viscosity was 

measured using SLLOD equations of motion at strain rates of 𝛾̇ = 108 to 1010 was integrated with 

a damping constant of 1 ps. The shear viscosity is calculated using ƞ = −〈𝑃𝑥𝑦〉/𝛾̇, where 〈𝑃𝑥𝑦〉 is 

the xz component of the pressure tensor along the flow and gradient directions, respectively. 
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7.4 Results 

 

 

Melts of PS and f = 0.09 SPS swollen with selected THF concentrations were followed as a 

function of time. Figure 7.1 captures the visualization of xz plant for 20 chains of f = 0 at 0, 20 

and 150 ns as shear is applied. For the pristine melt, the quiescent state consists of collapsed chains. 

As shear is applied the chains stretch within 20 ns or 200 cycles. At longer times (150ns) the chains 

intermix with the rest of the polymer, as evident in the density of the chains. As 6% THF is added, 

the chains are less dense compared to the melt at quiescent state. Since shear is applied, the chains 

stretch out but to a lesser extent compared with the pristine melt at 20 ns. At longer times the 

chains stretch out. As THF concentration is further increased to 20% the chains are less stretched 

compared to the melt and the 6Wt% THF.  

 

Figure 7.1: 2D Visualization (xz plane) of 20 chains (total chains 148) of f = 0 at 0, 20 and 150ns 

for 0%, 6% and 20% THF for shear rate 𝛾̇ = 108. Blue – polymer chain, Green - THF 
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SPS swallen melts with f = 0.09 are shown in Figure 7.2.  In contrast to f = 0 system, the quiescent 

state of the melt the chains are condensed due to cluster formation. As shear is applied (20 ns) the 

chains stretch but regions with constrained by the clusters and with increasing shear rates, chains 

further stretch. Though, compared to f = 0, the chains are less extended. As THF is added the 

chains become more extended. At longer times the impact of the clusters become more apparent. 

Similar to f = 0 with higher THF percentage the chains are less elongated as shear is applied. This 

is attributed to formation of the larger clusters as THF is added.24 

Figure 7.2: 2D Visualization (xz plane) of 20 chains (total chains 148) f = 0.09 at 0, 20 and 50 ns for 0%, 6% 

and 20% THF for shear rate 𝛾̇ = 108. Yellow – Sulfur, Red- Oxygen, Blue- polymer backbone, Green - THF 

 

 

 

Figure 7.3: Radius of gyration as a function of time for varying % THF (0 – red, 6 – yellow, 20 – blue) for f = 0 

(open) f = 0.09 (full) at 𝛾̇ (a) 1010 (b) 109 and (c) 108 (d) Radius of gyration as a function of shear rate with varying 

THF for f = 0 (full) and f = 0.09 (open) 
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At high shear rates 1010 s-1 for all melts measured the chains stretch (Figure 7.3-a) within the first 

10ns and then form a steady state with the value of 5ns. A closer look shows that at the onset of 

shear, the PS is further elongated compared to the SPS sample. This is ascribed to stress overshot 

where the chains are further extended compared with their inherent dimensions at a given shear 

rate. At lower shear rates (𝛾̇=  108) s-1, the extent of stretching depends on the degree of swelling. 

However, this effect diminishes at extended times and Rg levers off independent of the THF 

content or f. Similar to f=0, a significant initial increase in Rg is observed for the melt that levels 

off. Similar trends were observed for the slowest shear rates. The steady state Rg values for all 

melts are shown in Figure 7.3-d. In all systems steady state Rg increases with shear rates as 

expected, where instantaneous ionic clustering impact the dimensions. With increasing THF 

however, the chains do not elongate to the same extent. 

The shear viscosity ƞ of PS melts is presented in Figure 7.4. ƞ =  −〈𝑃𝑥𝑧〉/𝛾̇ where 〈𝑃𝑥𝑧〉 is xz 

component of the pressure tensor along the flow and gradient directions respectively.  

 

Figure 7.4: Shear viscosity vs time for f = 0 for 𝛾̇ = 10
7.5

 to 10
10

 s
-1

 for THF (a) 0 (b) 6 and (c) 20%  
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For all melts with shear, ƞ first increases and then levels of with a significant overshoot at the 

higher shear rates.  Reaching this state takes longer for slower shear rates. For 1010 the polymer 

begins to flow within few ns but as shear rate decrease the times increases to ~20 ns. As THF is 

added slower shear rates take longer to reach a fluid state and the ƞ values within all shear rates 

are lower compared to the pure melt. While THF 0 and 6% response in a similar way, THF 20% 

shows a significant decrease in shear viscosity in all shear rates.  

In presence of ionic clusters, ƞ significantly increases for all systems for all shear rates compared 

to f = 0 as shown in Figure 7.5. As Ionic groups are added the systems become more constrained 

and viscosity increases. Melts with f = 0.09 show a similar trend to f = 0, where shear ƞ increases 

with decreasing shear rate for all THF fractions. As THF is added, similar to the f = 0 system ƞ 

significantly decreases. For THF 20% a significant decrease compared to 0 and 6% THF is 

observed.  

Figure 7.5: Shear viscosity vs time for f = 0.09 at 𝛾̇ = 10
7.5

 to 10
10

 s
-1

 for THF (a) 0 (b) 6 and (c) 20%  
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Figure 7.6 shows shear viscosity as a function of shear rate for both f = 0 and f = 0.09. These data 

were analyzed in terms of a power-law where, 𝜂~𝛾̇ −𝛼  For f = 0, α decreases from 0.80, 0.45 to 

0.24 as THF amount in the system is increased from 0, 6 to 20 Wt%. For f = 0.09 the shear scaling 

factor α decreases from 0.90, 0.82, to 0.70 as similar THF amounts are added. This shows that 

with sulfonation groups and cluster formation the extent of shear thinning increases.   

 

For f = 0.09 the average cluster size is measured by calculating the number of S atoms within 6 Å 

to each other. The quiescent state for all three sulfonation fractions is compared with shear rates 

of 108 and 1010. It has been previously observed that with increasing THF fractions in SPS, larger 

well-defined clusters were developed.24 As shear is applied the large clusters break for all three 

Figure 7.6: Shear viscosity (𝜂) vs shear rate (γ) for (a) f = 0 and (b) f = 0.09 for a range of THF fractions fitted to 

power law model (shown in dashed lines).  

Figure 7.7: Number of clusters vs number of S atoms for f = 0.09 for %THF (a) 0 (b) 6 and (c) 20 at shear 

rates of 𝛾̇ = 1010(blue) and 108(yellow) and quiescent state (Q - red) 
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THF fractions is observed. The faster shear rate of 1010 shows larger number of isolated SO3
-  

compared with quiescent and slow shear rate 108 for 0 and 6% THF systems. Where 0% has 437 

and 6% has 158 isolated groups SO3
- out of the 1414 ionic groups in the system. For the slow shear 

rate this decreases to 59 and 74 free ionic groups for 0 and 6% THF. For 20% THF for both shear 

rates, a similar cluster distribution is observed.  

For f = 0.09 the average cluster size is measured by calculating the number of S atoms within 6 Å 

to each other. As the shear rate increases the average cluster size decreases. This decrease is more 

pronounced for the THF 20% system where the average cluster size decreases from 6.1 to 3.5. For 

THF 6% the cluster size barely changes within the shear rates of 8-9 and shows a large decrease 

at 10. For 0% THF the cluster size slowly decreases from 3.8 to 3.5 and drops to 2.5 when shear 

rate is increased to 10.  
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7.5 Conclusions 

Here we use atomistic molecular simulations to determine the effect of shear response on PS and 

SPS ionomer melts swollen with THF. Previous study has shown that THF releases constraints 

and forms larger clusters. With application of shear, the chains stretch. As THF amount is 

increased the chains are less stretched for PS. As ionic groups are added bundles are formed due 

to aggregation of ionic groups. As shear is applied the chains stretch but the bundles remain intact, 

and the chains stretch together. As THF is added larger bundles are observed that stretch less 

compared to the pure melt. For both systems shear viscosity decreases with increasing shear rate. 

As THF is added shear viscosity decreases. With addition of ionic groups, the shear viscosity 

significantly increases. For the SPS systems clusters are broken and large number of free ionic 

groups are obtained as the systems are subjected to shear. With increasing THF fraction larger 

clusters are observed. With increasing shear rate smaller clusters are observed for all SPS systems. 
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CHAPTER EIGHT 

SUMMARY 

This research focuses on understanding the effect of ionic aggregation on the structure, dynamics, 

and response to shear of ionomers in solutions as the environment is tweaked using molecular 

dynamics (MD) simulations and neutron scattering techniques. While large-scale atomistic MD 

simulations give insight into small length scales, neutron scattering is able to obtain the structure 

and dynamics of the polymer. The combination of neutron scattering methods with MD 

simulations allows the determination of structure and dynamics at multiple lengths and time scales.  

1. Clustering effects on the structure of ionomer solutions: a combined SANS and 

simulations study  

This study focused on the structure of sulfonated polystyrene (SPS) in toluene as solvent dielectrics 

with varied temperatures. This was done using small-angle neutron scattering (SANS) and large-

scale atomistic MD simulations. The static structure scattering function extracted from both 

methods are in excellent agreement. While SANS was able to capture the networks at large 

dimensions and the ionic group relations, MD simulations were able to visualize the structure and 

give further insight into the cluster characteristics. As the concentration of the polymer is varied, 

the networks are slightly affected, and the cluster size increases due to the availability of ionic 

groups. As ethanol is added, smaller clusters are observed, and the large-scale networks are 

diminished. Temperature slightly enhances the networks and ionic groups.  

2. From molecular constraints to macroscopic dynamics in associative networks formed by 

ionizable polymers: a neutron spin echo and molecular dynamics simulations study 

Here, dynamics of the SPS in 90 Wt% toluene were probed using neutron spin echo (NSE) and 

MD simulations. Both methods were able to capture the segmental motion of the polymer at 
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various length scales. In order to capture the motion, two time scales were needed.  The fast motion 

captures the chain motion in the solution, and slow motion captures cluster and chain segments 

that are directly associated. We show that SPS formed long-lived clusters for all systems that 

survive for long time ranges and affect the dynamics of the system.  

3. From Ionic cluster dynamics to network constrains in ionic polymer solutions 

Probing the dynamics of the system as external perturbations were applied was studied for SPS in 

toluene as solvent dielectrics and temperature were affected using NSE and MD simulations. 

Similar to the previous study, two-time scales were used to capture the motion of the systems. As 

ethanol is added, the dynamics of the system at all length scales are enhanced due to smaller 

clusters in the system. As temperature increases, the dynamics of both toluene and toluene-ethanol 

mixtures increase. By measuring the sulfur-sulfur atom distance with time, we saw that in toluene, 

the clusters do not exchange neighbors within a cluster, but in ethanol, ionic groups within a cluster 

are more dynamic and exchange neighbors.  

4. Structure and dynamics of the swollen polystyrene ionomer melts  

The effect of a mutual solvent on the structure and dynamics of SPS was studied using MD 

simulations. Here, the SPS melt was swollen with 6 Wt% and 20 Wt% THF. As solvent is added, 

constraints of the system are released. Cluster size and distribution, as well as static structure factor 

and pair correlation function, were measured to understand the structure. Surprisingly, we found 

that in the presence of THF, the cluster size increases. THF resides throughout the system without 

any preference for either chain or ionic groups. The mean squared displacement of the chains and 

the dynamic structure factor were measured to study the dynamics of the system. As THF is added, 

the dynamics of the system increase for all sulfonation fractions even though larger clusters were 

observed.  
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5. Shear response on THF swollen ionomer polymer melts: molecular dynamics simulation 

study. 

The response to shear was studied for SPS in THF using atomistic MD simulations. As the shear 

rate was increased, the shear viscosity decreased for all systems.  The shear viscosity decreases 

with the addition of THF and significantly increases with the addition of ionic groups. While PS 

shows less chain stretching with THF addition for all shear rates, SPS with a sulfonation fraction 

f = 0.09 shows that polymer bundles are formed, which increase with THF fraction.  The bundles 

undergo stretching, and then the clusters are affected as shear rate increases. With increasing 

solvent, larger clusters remain intact while shear is applied.  
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