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ABSTRACT 
 
 

Proteins are biomacromolecules responsible for the functions of life. While 

classically proteins are thought to be well structured in order to perform a specific 

function, 50% of proteins within Eukaryotic cells contain intrinsically disordered regions 

(IDRs), regions with no well-defined structure. IDRs are often used for cell signaling, 

responding to external factors such as temperature changes or the presence of small 

molecules. To understand how IDRs can function without structure, it is important to 

understand the dynamics of such systems. Understanding IDR intramolecular and 

intermolecular interactions will shed light on IDR dynamics. Intramolecular interactions 

are first explored using fluorescence spectroscopy methods and polymer modeling using 

the C-terminal domain (CTD) of GluN2B as a sample IDR. Intermolecular interactions 

are explored using coarse grain simulations to predict biomolecular condensation 

formation for protein sequences with varying numbers of glutamine. It is found that IDRs 

show complex dynamics in which secondary structure may play a larger role than 

previously expected.  
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CHAPTER ONE 
 

BIOLOGICAL SYSTEMS 
 
 
Proteins: Structure and Function 

DNA is the blueprint of life. It is through the central dogma that DNA becomes 

RNA which in turn becomes proteins. At the core, DNA is made up of four different 

types of base pair that code for proteins. RNA is also made up of four different types of 

base pairs that come from a one-to-one transition from DNA. However, proteins are 

biomacromolecules that function as nano-machines to keep life living. Protein have 

complex tasks that require more variety than DNA or RNA. With increased complexity, 

proteins are made up of 22 different amino acids which vary by the attached functional 

group.  Amino acids production occurs through a RNA polymerase, which reads RNA 

codons to produce the associated proteins. Codons are comprised of three RNA base pairs 

and code for a single amino acid. All amino acids share an Amine-Carboxylic acid 

backbone which allows them to linearly chain through covalent bond through the 

nitrogen on the amine group and carbon on the carboxylic group leaving a water 

molecule as a biproduct through a dehydration synthesis reaction. Proteins widely vary in 

length with insulin (a small peptide) having only 54 amino acids to proteins in the Titin 

family which have over 30,000 amino acids (1,2). This wide variety in length allows the 

22 amino acids to form very complex and different proteins the same way the 26 English 

letters can spell countably infinite words. Proteins are therefore read along the backbone 
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from the amine side (N-terminal) to the carboxylic side (C-terminal) to give the order of 

amino acids, commonly referred to as the protein sequence. 

Classically, proteins are thought to have a defined structure which relates to their 

function, such as enzymes which are typically viewed as a lock and key models where 

interactions with small substrates into a binding cavity lead to a structure change of the 

enzyme (Figure 1.1). However, protein structure is more complex than a simple structure 

and occurs within a structural hierarchy. The protein sequence gives the primary structure 

of the protein. As functional groups of nearby amino acids interact with each other due to 

proximity, hydrogen bonding and electrostatic interactions lead to commonly occurring 

secondary structures including alpha helixes and beta sheets. Alpha helixes are a helix 

structure stabilized through hydrogen binding, while beta sheets are sheet-like structures 

also stabilized through hydrogen binding. Together, the localized secondary structures 

come together to form the full three-dimensional, tertiary structure of the protein. Often a 

protein will interact with other proteins of the same (homo) or different (hetero) type to 

form larger, multi-protein complexes. Such complexes are referred to as the super-tertiary 

or quaternary structure. Understanding the relationship between protein structure and the 

corresponding function of the protein is of upmost interest. Active research is also 

working to determine predictive mechanisms for determining a protein’s tertiary structure 

given its primary structure. 
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Figure 1.1 Lock and key model for enzymes. The enzyme (purple) remains within an 
open configuration allowing the substrate (orange) to access the binding location. Once 
bound, the enzyme changes configuration to a closed state.  
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Many proteins contain several tertiary structures or will change tertiary structure 

depending upon the environment. In this case, the tertiary structure is referred to as a 

conformational state of the protein. The easiest thought exercise is a simple enzyme 

which starts in an ‘open’ state. Once a substrate binds to the enzyme, it will change 

conformational states resulting in a ‘closed’ state. In this situation, the enzyme protein 

has two different conformational states and thus, two tertiary structures (Figure 1.1). 

However, many proteins have several conformational states depending upon the local 

environment or just stochastic movement due to thermal fluctuations. Each 

conformational state contains its own enthalpy level and is separated from other 

configuration states by an energy barrier. Energy landscapes can be created for proteins 

where stable configurations exist as basins with saddle points connecting exchangeable 

configurations (3-6). The classical view of protein sequence to structure to function 

paradigm lacks a necessary dynamic aspect to proteins (7-10). 

 
 
Intrinsically Disordered Proteins 

The importance of protein dynamics was not a large research focus until the late 

1990s with the discovery that not all proteins require a three-dimensional structure to 

function (11,12). Some proteins are intrinsically disordered; proteins which rapidly 

sample configuration space to function. These intrinsically disordered proteins (IDPs) are 

highly dynamic with no set secondary structure. Many proteins will contain structured 

regions, also referred to as domains, separated by intrinsically disordered regions (IDR). 
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Nowadays, it is thought that over 50% of all Eukaryotic proteins contain an intrinsically 

disordered region (13,14), with IDRs varying in length depending upon the protein.  

The dynamic nature of IDPs makes disordered proteins difficult to study with 

historical methods such as X-ray crystallography or Cryo-Electron Microscopy 

depending upon a protein having a well-defined structure to obtain good measurements 

for analysis. Since IDPs are hard to study, current research is biased to well-structured 

proteins (15). With fast dynamics occurring within the nanosecond range, it has been 

difficult to obtain good measurement regarding the dynamic nature of IDPs. Recently 

advancing technology has allowed for faster time resolution by introducing fluorescent 

based experiments for protein study. Such methods include Fluorescence Correlation 

Spectroscopy (FCS) and Förster Resonance Energy Transfer (FRET), which are 

discussed in more detail within Chapter Four.  

IDPs and IDRs have been shown to have important roles within the cell, 

particularly involved in signaling (16) and DNA interactions (13). The disordered nature 

makes these protein regions more responsive to environmental changes making them 

perfect for signaling and regulation (14). Even though there are many open questions 

regarding IDRs, it is known that they are required and necessary for several proteins to 

function correctly. Recent advancements of detection methods will give insight into the 

importance of IDPs including their role in biomolecular condensate formation. 
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Biomolecular Condensates 

It is common for a certain research topic to be explored several different times as 

technology evolves allowing for a deeper investigation and understanding. In neurons, 

dark granules were first noticed in the 1950s when electron microscopes showed very 

dark, electron dense dots along the membrane (17). This region came to be referred to as 

the Post-Synaptic Density (PSD) due to the large density of electrons location at the Post-

Synaptic Terminal. At the time, little technology existed to gather a better look. In the 

1980s, it was found that certain combinations of proteins and molecules when mixed in 

vitro would appear cloudy or cause droplets to form. But the technology required for a 

deeper look was still lacking. With the advancement of fluorescent measurements and 

detection devices, these mysterious results could be further explained.  

In 2009, Brangwynne published a research article which used fluorescence 

recovery after photobleaching (FRAP) showing the dark granules within the electron 

microscope contained liquid-like properties including dynamics and fusion (18). 

Brangwynne postulated the dark spots form through a condensation-like mechanism 

resulting from a demixing phase transitions within fluids. As more research was 

completed and similar systems were discovered, the term membraneless organelles were 

termed to describe such systems, since the result is a stable, liquid-like droplet separated 

from the cell cytoplasm without a surrounding membrane. The formation and stability of 

the droplet are thought to form via liquid-liquid phase separation (LLPS) (19, Wei, 2017 

#82,20).  
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With this new viewpoint of LLPS, older experiments were reevaluated with past 

fluorescence experiments such as Fluorescence Recovery After Photobleaching (FRAP), 

Time-Lapse Fluorescent Microscopy (TLFM), and Fluorescence Loss in Photobleaching 

(FLIP) showing the cell nucleus has sub-compartments with liquid-like mobility (19,21). 

It is shown that the liquid-properties within the nucleoli define the characteristics 

including shape and size of the nucleus (22). This evidence suggests the cell has different 

methods for organization, adding membraneless organelles to the many already known 

lipid surrounded organelles such as the nucleolus and mitochondria. Currently, the term 

membraneless organelles has been phased out in preference to the term biomolecular 

condensates, referring to the material (bio), size (molecular) and manner of formation 

(condensation) (23). Biomolecular condensates are highly dependent upon environmental 

factors such as salt concentration, temperature, and pH, similarly to LLPS (24-26).  

Biomolecular condensates are found in many locations within the cell, performing 

many different functions and roles. Liquid-liquid phase separation as a driving force for 

biomolecular condensates explains many different aspects of life including efficient 

organizing in the nucleus (27), mRNA storage with ease of access (28), sorting between 

double stranded and single stranded DNA (29), capturing misfolded proteins and aiding 

in their degradation (30-32), and heat stress resistance in embryos (33). While early 

experiments focused around identifying biological systems that may be classified as 

biomolecular condensates, the focus has shift to understanding the behavior of molecules 

which construct as well as form biomolecular condensates. Biomolecular condensates 

show local, short-range order with long-range disorder (34), with evidence pointing to 
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weak electrostatic interactions as a driving force for phase separation (35,36). Weak 

interactions are required to keep proteins within a biomolecular condensate highly 

dynamic while exchanging biomolecules with the cellular cytoplasm (35,37-39). While 

biomolecular condensates seem essential for life, there is still much that is unknown.  

Many proteins that have been found to drive LLPS are intrinsically disordered 

proteins (IDPs) or contain intrinsically disordered regions (IDRs) (40-42). Since IDPs are 

less likely to form crystal structures, they do not have as strong of a liquid-solid 

competition (43). For proteins with structured domain attached by an IDR linker, the 

linker’s property can determine if phase separation occurs (44). Further, proteins can 

phase separate by IDRs while leaving the structured domains intact (45). Biomolecular 

condensates places proteins in locally high concentrations increasing the interaction 

probabilities between domains, enhancing the formation of dimers or higher order 

complexes (46). While some IDPs phase separate on their own, others require the 

presence of multiple proteins or RNA (47,48). Biomolecular condensates can even have a 

varying composition along radial axis resulting in the formation of biomolecular 

condensates within biomolecular condensates (49,50). As not all IDRs can phase 

separate, it becomes important to develop predictive methods for biomolecular 

condensation.  

The proteins that phase separate contain several interactions sites per protein 

(16,51,52). The number of interactions cites available per protein is referred to as the 

multivalency of that protein. To understand the importance of multivalency, one must 

understand the interactions between amino acids. Due to the varying functional groups 
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which construct amino acids, certain amino acids are attracted to other amino acids, while 

some amino acid combinations have little to no interaction. The attractive amino acids 

can be thought of as stickers while the amino acids who interact very little can be thought 

of as spacer. It is the multivalence property of IDPs allows them to act as scaffolding for 

biomolecular condensates and leads to the sticker and spacer model (49,53,54). However, 

the sticker and spacer model is not completely accurate and does not explain all of the 

physics behind the formation of biomolecular condensates (47). 

Advancing the sticker and spacer model by allowing each amino acid to have 

interaction parameters with all other amino acids giving a range of interaction values 

rather than being simply assigning a sticker or spacer value. This allows different 

functional group interaction within amino acids to be considered. Evidence shows Pi-Pi 

interactions between amino acids with aromatic rings being the driving force and most 

important interaction for phase separation (55,56). Computational force fields are being 

developed giving more weight to Pi-Pi interactions while trying to determine the driving 

forces within biomolecular condensate formation.  

While biomolecular condensates are stable with liquid properties, their liquid 

properties can change over long-time scales resulting in maturation into amyloids or 

hydrogels leading to protein aggregation resulting in disease (57,58). In vivo experiments 

show biomolecular condensates ‘age’ and change over time, becoming more ‘gel-like’ 

and stiffer with droplet shrinks over time frames as short at eight hours leading to the 

fluid properties acting like Maxwell fluids instead of classical Newtonian fluids (59). 

Though the cell contains safeguards to help assist in breaking down misbehaving 
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biomolecular condensates (60). Better understanding biomolecular formation and 

properties will aid in understanding how they lead to aggregation diseases. Furthermore, 

a deeper understanding may result in engineering biomolecular condensates in a manner 

that can be manipulated to capture toxic proteins or aid in healing. 

 
 
Predictor Of Naturally Disordered Regions (PONDR) 

It becomes necessary to have a quick method to determine intrinsically disordered 

regions (IDRs) within proteins. Many still believe in the sequence to structure paradigm, 

thus Predictors Of Natural Disordered Regions (PONDRs) are designed to determine 

protein disorder based solely on sequence (61, Dunker, 2002 #371). IDRs are formed 

largely from low complexity domains (15) and Shannon entropic factors (62). It was 

found that Neural Networks are slightly more accurate at predicting disordered regions 

than logistic regression or discriminant analysis (63). Therefore, there are currently 

several Neural Network modeling methods used to predict disordered protein regions 

(64). Neural Networks are trained for predictions using known data sets. Due to the 

historic nature of protein structure research, special care must be taken to ensure there is 

no bias within the training set used for neural networks. However, the accuracy of every 

method depends upon the type of disordered protein that is trying to be predicted (65).  

There is still debate regarding what is defined as disordered (66) with the most 

common answer being proteins that lack a set 3-D structure. Each protein has differing 

levels of disorder or disordered regions which may change over time or respond to 

various stimuli. Some proteins have disordered regions that form a structure upon binding 
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(67). But many proteins have two or three stable configurations and are not considered 

disordered. While it is easy to define the start and end of an alpha helix, it is difficult to 

accurately predict a clear boundary between ordered and disordered regions (68). There 

are big differences in the experimental definition for disordered regions which make 

predictors who need these data set less accurate (69). However, PONDR is still being 

updated and improved (70) with current models being up to 84% accurate (14,70). Since 

PONDR VSL2 combines a long (>30 residues) and short (<30 residues) length predictor 

to obtain all possible disordered regions it will give the best predictions for our samples 

of interest (71). However, PONDR VL-2V method is known to be the strongest predictor 

with highest accuracy in identifying longer disordered regions (65). There continues to be 

advancement and development in IDR predictors, such as Rapid Intrinsic Disorder 

Analysis Online (RIDAO) (72) leading to advances and increase interest in the field of 

disordered proteins. 

 
 
Protein Polymer Models 

Since proteins are made up of amino acids, often referred to as residues, polymer 

models can be applied to proteins, in which the proteins are thought of as polymers 

constructed from amino acids, which serve as monomers.  Different polymer models are 

used for different types of proteins with Gaussian chain models working well for 

structured proteins and worm-like chain model working well for IDPs (73). Protein 

folding can be decently explained by collapsed polymer modeling when a heteropolymer 

is used where each amino acid is represented by a different monomer with its own 
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properties (74,75). This collapsed polymer modeling does a good job at predicting the 

radius of gyration for well structure proteins (76). However, as intrinsically disordered 

proteins (IDPs) do not fold into a set 3-D structure, collapse polymer models are not 

enough to model all proteins leading to guided polymer models based on statistical 

mechanics considerations and free energy landscapes (77).  

Worm-like chain (WLC) models are often used to explain the rapid dynamics of 

IDPs (78). WLC models use the end-to-end distance distribution of polymers to classify 

the stiffness of the polymer through a persistence length. The persistence length is a 

measure of distance along the polymer before directional correlation is loss. The larger 

the persistence length, the stiffer the polymer. Since WLC models are only dependent 

upon a distance distribution, experiments such as Förster Resonance Energy Transfer 

(FRET), which obtain a distance distribution between labeling sites, offers a perfect 

method to probe the system (79). Often end-to-end distances are obtained between 

several locations along the protein, allowing a network of labeling locations with various 

distance distributions to be determined. Often labeling locations contain overlapping 

regions, referred to as segments (Figure 1. 2). Each segment will have an average 

stiffness related to the persistence length. Modeling the system as springs in series, the 

values obtained from the probed systems can be analyzed to determine the stiffness of 

each segment.  
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Figure 1. 2 Example of an elastic network model for a polymer. Polymer is shown in 
black with labeling locations shown in blue, green, and pink. Stiffness, k, for each 
labeling location matches the color of the labels. Segment numbers are shown in varying 
shades of orange. Spring in series equation leads to the interaction matrix shown in the 
bottom left corner Color coding of matrix equation matches that of the figure.  
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There are many considerations that can be added to polymer models, such as the 

thickness of the polymer, which improves models for certain proteins (80). Models can 

also be applied to experimental measurements to help understand the physics within the 

system. Rouse model adds internal friction to the system which can expand knowledge on 

amino acid interactions, particularly regarding IDPs (81).  Polymer models have been 

used to explain why water is a bad solvent for proteins and why proteins require salts and 

buffers for stability (82).  Even lattice-based polymer models offer a powerful tool for 

studying protein dynamics and structure prediction (83). By combining polymer models 

with clustering from molecular dynamic simulations, several dynamic protein phenomena 

such as meta-stable states, transition states, and stochastic dynamics can be explained 

(84). Some polymer modeling can predict posttranslational modifications such as 

phosphorylation based on electrostatic distribution and stability changes caused by the 

modification (85). 

Proteins work so well as polymers that they are being used to replace more 

complex, harder to control polymers. Since proteins can be harvested through biological 

expression systems, they become easier to control through their DNA gene code (86). 

Proteins are starting to replace typical polymer in drug delivery (87) and used more often 

in commercial locations such as fabrics and material (88). 

 
 
Prions 

Historically, illness and diseases were thought to only spread by bacteria or 

viruses. The idea that an incorrect protein configuration could be the difference between 
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healthy and diseases cells was a controversial and novel idea at the time. The 1997 Nobel 

Prize in Physiology or Medicine was awarded to Stanley Prusiner for his work showing 

that scrapie in sheep was caused by infection of a misfolded proteins (89). He coined the 

term prion to refer to such infectious proteins, describing prions as small proteinaceous 

infectious particles which are resistant to inactivation by most procedures that modify 

nucleic acids (90). Prion diseases come from a change in protein’s tertiary structure, its 

amino acid sequence remains unchanged (91).  

The term prion relates to a family of proteins which lead to various transmissional 

diseases. Prion disease includes scrapie in sheep, Bovine Spongiform Encephalopathy 

(Mad cow disease), Chronic Wasting Disease in Elk/Deer, and Creutzfeldt-Jakob disease 

in humans (92). While prion diseases are found in various species, there is a species 

barrier for transmission (93); for example, Mad Cow disease cannot transmit from a cow 

to a sheep, while scrapie does not transmit from sheep into cows. Prion diseases behave 

differently between species (94). However, all prion diseases develop with a neurological 

component and aggregation within brain tissue (95,96). The disease-specific 

configuration often has the same post-translational modifications as the healthy prion 

(97), giving further evidence for the importance of protein configuration in relation to 

protein sequence.  

Many essential proteins within the cell contain regions with properties similar to 

prions. These prion-like domains are low-complexity, disordered regions with a high 

concentration of glutamine and asparagine (Q/N-rich), which lack hydrophobic residues 

(98). The composition of the prion-like domain further affects aggregation formation with 
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structure and dynamics being dependent upon number of glutamines (Q) in the sequence. 

Sequences with a higher glutamine percentage have more loops and bends leading to 

higher-order aggregate morphologies (35,99). Furthermore, as the length of polyQ 

regions increase, aggregation rates increase becoming larger and irreversible (100).  

Aggregation formation is dependent upon secondary structure. Glutamine can act 

as an ambivalent hydrophobe to help the formation of alpha helixes (101). Typically, 

these alpha helixes form coiled-coil regions which can lead to beta-sheet amyloids (45). 

These beta-sheets can be toxic if a large enough concentration is built up, but coiled-coil 

interactions may assist in stabilizing the aggregation away from toxic situations (102). 

There are many ways to form beta-sheets, evidence shows that Q-rich regions may act as 

polar zippers that seed aggregation (103). There is evidence showing polar zippers lead to 

parallel beta sheets (104). With more evidence for parallel beta sheets arising during 

aggregation on Q-rich regions with no change on the effect occurring when Q-rich 

regions are shuffled (105).  

Not all coiled-coil interactions lead to beta-sheet aggregation.  The family of type 

III Secretion systems injectosomes uses coiled coil interactions between intrinsically 

disordered protein regions to help form networks required for function (106). Also, 

increasing the coiled coil interactions within a Q-rich region results in a decrease of 

protein concentration within a biomolecular condensate. Decreasing coiled coli 

interactions leads to an increase of concentration leads to the belief that disorder is the 

most important factor in biomolecular condensate formation (107). However, more recent 

simulation work shows that the beta sheet formation and interactions may be more 
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important for biomolecular condensate formation than previously thought coil-coil 

interactions. (108). 

While prions are most widely known for their disease-causing capability and 

toxicity, prions have beneficial properties as well (109). There is a large amount of 

evidence that shows many prion-like domains promote biomolecular condensate 

formation (110). Prion-like domains can act as stress responses that sense physio-

chemical changes in the cells and form biomolecular condensates as protection (111). 

Evidence shows prion-like domains act as scaffolding which hold biomolecular 

condensates together (98,112,113). The majority of proteins with prion-like domains are 

transcription factors, proteins that bind with DNA to control the rate of transcription 

occurring within the cellular nucleus (98,112). In RNA binding proteins with a prion-like 

domain, the prion-like domain helps promote phase separation while RNA-binding 

domains control the dynamics and properties of the phase separation (114). Without the 

RNA-binding domain, phase separation still occurs with the prion-like domain being 

sufficient to drive it. Showing the physiological relevance of prion-like proteins, research 

shows some polyQ regions engaging in phase separation assist with cargo transport 

(115), while plants use prion-like domains for temperature dependent phase separation to 

signal blooming (116). Saccharomyces cerevisiae stress recovery due to starvation and 

acidic conditions is dependent upon prion-like, Q-rich, low-complexity domains which 

help pump protons across the cell barrier (117). 

However, it is difficult to predict properties of prion-like regions; for example, 

Transthyretin (TTR) aggregation is enhanced by the presence of Q-rich protein Sup35 
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when in the diseases configuration but is not affected by the healthy configuration (118). 

The same study revealed that PIN+, another Q-rich prion-like protein, does not affect 

TTR aggregation. Many aspects of prion structure and interactions differ from expected 

behavior. For example, when forming beta sheet aggregates, prion peptides place tyrosine 

outwards; against common thoughts (119). The surrounding regions and domains play an 

important role in the physical properties of prion-like domains and their aggregation 

formation, size, and location. Some prion-like domains contain side domains that are 

proline(P)-rich and reduce the toxicity of polyQ regions within the cell (120,121). 

Introducing small Q-rich peptides to known toxic aggregative prion-like domains make 

the aggregation less toxic to the cell (122). 

While prion-like domains are known to become toxic, there are safeguards in 

place to help prevent and deal with aggregation before diseased prions can cause damage 

to cells. Mutation studies with prion-like domains show decreases in hydrophobicity 

leads to liquid like droplets near the nucleus with higher toxicity while increasing 

hydrophobicity leads to aggregation away from the nucleus with lower toxicity (123). 

The decrease in toxicity may be due to trapping of toxic protein by aggregation away 

from the cellular nucleus. There is evidence that shows Q-rich prion-like domains can 

capture, isolate and trap toxic polyQ aggregates within control compartments formed by 

phase separation (124). Further, the Q-rich droplets suppress the polyQ toxicity by 

leaving a nearly non-existent polyQ concentration within the cellular cytoplasm, the 

dilute phase of the phase separation (125). Chaperones proteins have been shown to 
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correct or alter condensates that contain mutations or have the wrong physical properties 

(126). This helps prevent toxicity from spreading and avoids diseases.  

Despite these safeguards, prion-like diseases still occur. Once an infectious prion 

is introduced to the system, it interacts with the hosts native prions introducing an 

intermediate folding state which changes the free energy leading to misfolding (127). In 

some cases, biomolecular condensates can lead to aggregation of prion-like domains, 

since the new folded state can lower the energy threshold from liquid to solid phase 

transitions (128,129). However, crowded cell environments and other experimental 

limitations have restricted the accessibility of in vivo studies. In vivo experiments show 

rates of prion multiplication and aggregation orders of magnitude slower than the rates 

found by in vitro experiments. There is work to be done to create a mapping between in 

vitro and in vivo experiments regarding the rate of aggregation and multiplication for 

prion-like proteins (130).  

There are many human neurological diseases which present with a similar 

mechanism to prion diseases, referred to as prion-like diseases. Huntington, Alzheimer’s, 

Parkinson’s, and Amyotrophic lateral sclerosis (ALS) are prion-like diseases, caused by 

insoluble aggregation of typically highly dynamic, disordered proteins within the brain 

(96). There has recently been a shift in the research of these aggregation mechanisms to 

couple A- β aggregation with prion diseases referring to the group as prion-like diseases 

(131). This is due to A-β aggregation occuring through a prion-like mechanism 

(132,133), where a single misfolded protein will alter those around it leaving to a cluster 

of misfolded proteins of all the same type which forms aggregates. Further, prion-like 
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diseases can spread through intercellular transfer (95,134). This leads to a few diseased 

prions moving between cells, allowing for a diseased cell to infect healthy cells within 

the same host. Prion-like diseases currently have no cure or treatment. Since cells can be 

infectious with just a few prion-like proteins, but symptoms don’t occur until after prion 

aggregation starts (135), prion-like diseases aren’t typically discovered until after it is too 

late for medical care for the patient.  

Despite the decades of prion research and a century of investigating aggregation, 

there is still a lack of knowledge and understanding regarding prion-like diseases (136-

138). The two fields are closely related and can learn a lot from each other. As in vivo 

experimental techniques advance, it becomes crucial to understand the connection 

between in vitro and in vivo experiments (139). The phase separation properties of prion-

like domains has just started to be expanded up on, but already show extreme importance 

to the proper functioning of cells and thus life. 

 
 
Transcription Factors 

Transcription factors are a class of proteins that regulate the first step of gene 

expression. This first step is known as transcription, when DNA is read to give the 

associated mRNA, which in turn produces the associated protein. Control of this process 

is necessary for cellular survival, helping indicate when to advance within the cell cycle. 

Furthermore, for multicell organisms, all cells contain the same core DNA, but cells 

manage to specialize in creating different cell types through a process referred to as 

differentiation (140). Cells differentiate by altering the concentrations and types of 



 21 

expressed proteins within the cell. Transcription factors can act as activators which 

promote transcription of a specific gene leading to increase in the associated protein 

concentration, or as repressors which limit transcription thus decrease protein 

concentration.  This regulation of transcription is necessary for several biological 

functions including cell differentiation, cell cycle progression, and cellular stress 

response.  

Due to the important role of transcription factors, there is much active research on 

the topic. There are currently over 1,600 known human transcription factors with large 

databases constantly being updated to reflect newly gathered information (141,142). A 

large interest is placed in understanding which transcription factors control which genes. 

For transcription factors to alter transcription, they bind to DNA through DNA binding 

domains which target DNA motifs, short DNA sequences often six to twelve base-pairs 

in length (140). Different transcription factors target different DNA motifs with over 100 

known eukaryotic DNA binding domains (140). Due to the large nature of the human 

genome, identifying all DNA motifs is a difficult task improved by current advancements 

in artificial intelligence tools (140,143).  

Most transcription factors must work in complexes such as dimers or higher 

ordered multimers to bind to DNA (144). Often, the same transcription factor can be 

found in more than one complex, varying in structure, binding partners and/or 

stoichiometry. The differences between complexes affect the behavior of the transcription 

factor allowing certain transcription factors to behave as an activator or repressor 

depending upon the presence of coactivators or corepressors (140). Transcription factors 
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are highly dependent upon the local environment including the presence of other 

transcription factors, small ligands such as hormones, and temperature (144). This allows 

transcription to respond to outside stimulus. Such changes can signal cell differentiation 

or progression within the cell cycle. Transcription factors are also responsible for 

biological age advancement such as puberty due to transcription factors response to 

hormones (145) as well as triggering cell death due to toxicity or lack of resources 

(146,147). The different functions of brain lobes can be explained by neuron 

differentiation through changes in transcription factors between neurons(148-150).  

The majority of DNA is non-accessible to standard transcription factors with only 

10% of the human genome being actively available with 12% being open and weakly 

used (151). The remaining 78% are silent, packaged up within chromatin. However, 

during different aspects of the cell cycle and during differentiation, different chromatins 

of DNA are required to be accessed. A class of transcription factors, referred to as 

pioneer transcription factors, can bind to and interact with DNA packaged along silent 

chromatin (151,152). Pioneer transcription factors can open chromatin and facilitate the 

dissociation of histones allowing access to the previously inaccessible DNA allow 

expression of a different set of proteins (151, Lu, 2023 #501). As more DNA is exposed 

to allow for a change within the cell, transcription factors can also promote chromatin 

occupancy of DNA, winding up DNA which is no longer required at the current time 

(153). This shows transcription factors have a variety of functions and roles within 

biological systems. Experimentally studying such systems remains difficult due to their 

complexity , but advancements are being made (154).  
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Transcription factors are responsible for regulating many aspects of cellular 

function for events that affect the cell both internally and externally (155). Due to the 

wide roles performed by transcription factors, it is not surprising that they are linked to 

several disorders. While the mechanisms are still widely unknown and complex, majority 

of linked disorders are neurological and developmental such as autism, Parkinson’s, 

schizophrenia, bipolar, and other psychiatric disorders (156-159). Transcription factors 

have been linked to cancer due to their role in cell apoptosis (160). This makes 

transcription factors a possible route for cancer treatment. However, upstream and 

downstream affects make determining the exact role of transcription factors within the 

disorders difficult.  

With the large importance of transcription factors, how are transcription factors 

regulated? Some transcription factors are regulated by an autoregulatory circuit where the 

transcription factor regulates its own gene (161). Such systems can be complicated with 

many different regulatory steps where the protein level could be decreased such as RNA 

splicing, mRNA degradation or a halt signal sent at translation (process of reading RNA 

to protein). Further control can come from a ligand dependence of activation or requiring 

a higher order complex for the transcription factor to bind. Some transcription factors 

have strong response to external stimuli such as stress, injury, infections, hormones, 

growth factors all of which can stimulate or decrease the transcription factor function 

depending upon the factor and the transcription factor in question (145). Other proteins 

can act as binding partners with transcription factors, which drastically alter the 

transcription factors behaviors (160). In summary, the process of transcription factor 
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regulation is very complex with many factors creating a largely open research field (145-

147,160).  

Transcription factors are highly dynamic with majority of transcription factors 

containing an intrinsically disordered region (IDR). At least 85% of transcription factors 

contain some measure of IDR (162), with the complexity of species increasing with the 

length and variety of IDRs. (163). The structure of most transcription factors results in 

ordered DNA binding domains surrounded by IDRs (164). While transcription factors 

properties are dependent upon the disordered regions, there are still debated hypothesis 

on why (165). Evidence shows ligands change transcription factor behavior by altering 

the IDR within the transcription factor allowing for different functions or binding affinity 

(166). Other studies show the IDR may serve as a secondary identifier for DNA binding 

sites where the IDR rapidly searches for a specific DNA motif through weak interactions 

allowing the transcription factor to get close to selected motifs (167). This allows the 

DNA binding domain to quickly localize to the binding motif. In this case, the IDR 

supplies kinetic proofreading, explaining the specificity with which transcription factors 

bind some possible binding sites while leaving most other sites unoccupied (168). The 

IDRs of transcription factors are also shown to offer a method of regulation for the cell. 

Posttranslational modifications such as phosphorylation can alter the dynamics of IDRs, 

thus altering the behavior of the transcription factor such as no longer allowing certain 

binding partners or changing the allowed binding partners. Phosphorylation can be 

triggered by biochemical signals from cell-surface receptors altering the function of 

transcription factors (145). Further evidence shows the location of the phosphorylated site 
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can have different affects upon the transcription factor allowing for more precise 

regulation (169).  

Transcription factors must function in crowded environments within the cell 

nucleolus and are known to form clusters of highly dense protein (170). These clusters 

have been linked with similar properties to biomolecular condensates (171). The IDRs 

within transcription factors are thought to drive phase separation leading to the formation 

of biomolecular condensates. Evidence shows that the DNA binding domain also plays a 

role in clustering, possibly in moving the biomolecular condensate to the appropriate 

location inside the nucleolus (170). Placing engineered transcription factors that form 

biomolecular condensates upon activation with light into mice has been shown to control 

transcription. When light is present, gene expression increased up to five times for 

targeted proteins (172). 
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CHAPTER TWO 
 

ENERGY AND MIXING 
 
 
Energy and Entropy 

Various energy sources exist all around us, including within our own bodies. 

Without understanding energy, one cannot fully understand biological systems. Energy is 

what keeps us alive and moving forward. Biological systems function in a manner that 

minimizes energy required, leading to the most efficient systems possible (173). Thus, 

most biological questions can be explained and solved by energy minimization. This 

includes protein folding and dynamics, DNA folding and storage, cell cycle and 

propagation, as well as the formation of biomolecular condensates. Thus, 

thermodynamics is highly important for understanding biological systems. Before diving 

into the complexities involved in biology, it is important to understand basic 

thermodynamics starting with energy and entropy.  

The environment exchanges energy (U) between systems via heat (Q) and work 

(W), leading to the first law of thermodynamics: ΔU=Q+W. Heat is an addition of energy 

through changes in temperature (T) and entropy (S). Therefore, a system where no work 

is performed, there is a balance of energy and entropy at equilibrium. Experimental 

measurements and dimensional analysis show the relationship between entropy and 

energy as 
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(2.1) 
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Leading to the expression   

(2.2) 
𝜕𝜕𝜕𝜕 = 𝜕𝜕𝜕𝜕 = 𝑇𝑇 ∗ 𝜕𝜕𝜕𝜕 → 𝑇𝑇𝑇𝑇 = 𝑄𝑄 

Work can come in many forms, including mechanical (pressure and volume: PV), 

chemical (molecule number and energy: Nμ), ect. Thus, energy of a system consists of 

several different energy components and the first law of thermodynamics is typically 

rewritten as  

(2.3) 
𝑈𝑈 =  𝑇𝑇𝑇𝑇 +  𝑃𝑃𝑃𝑃 +  𝑢𝑢𝑢𝑢 

Thermodynamic parameters are considered in two classes: extensive (depends on system 

size: U, S, V, N) and intensive (does not depend on system size: T, P, u). An extensive 

and intensive parameter is multiplied to give a specific type of work, such as mechanical 

work created by a change in pressure and/or volume. However, this approach only makes 

sense from a macroscopic perspective.    

Microscopic aspects of the system are explained with statistical mechanics. 

Statistical mechanics connects microscopic properties with macroscopic properties. If the 

individual molecules within the system are viewed, it is seen that each molecule has its 

own properties, such as energy and location. The specific ordering and distribution of 

individual component's properties is referred to as a microstate. There is a microstate for 

any possible configuration that the system may possess. Each microstate is a probabilistic 
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state for the system. However, many microstates will have the same bulk properties. 

Therefore, they will be grouped into a macrostate. The number of microstates per 

macrostate is referred to as the multiplicity of that macrostate. The most probable 

macrostate for a system is the one with the highest multiplicity. Thus, the most probable 

macrostate gives the system's bulk, ensemble properties. 

Entropy is the thermodynamic parameter which bridges macrostates and 

microstates. Consider two isolated systems in thermal contact with each other. The 

number of molecules and volume of each system is fixed. For simplicity, the molecules 

are non-interactive. Therefore, no work can be done on the system, and the energy of the 

system is only dependent on the heat exchange which affects temperature and entropy. 

The total energy of the two combined systems is given as the sum of the individual 

systems. 

(2.4) 
𝑈𝑈𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑈𝑈1 + 𝑈𝑈2 

Here 𝑈𝑈𝑡𝑡𝑡𝑡𝑡𝑡 is the total energy of the system and 𝑈𝑈𝑖𝑖 is the energy inside system 𝑖𝑖. Due to 

the isolated manner of the system, the total energy of the system remains constant as long 

as no external energy is added. Each microstate for the system is dependent upon the 

energy in the system such that 𝛺𝛺𝑖𝑖(𝑈𝑈𝑖𝑖), where  𝛺𝛺𝑖𝑖 is the i-th microstate for a system with 

energy 𝑈𝑈𝑖𝑖.  

Since probability is multiplicative, the number of microstates for the entire system 

is given as 
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(2.5) 
𝛺𝛺𝑡𝑡𝑡𝑡𝑡𝑡(𝑈𝑈𝑡𝑡𝑡𝑡𝑡𝑡) = 𝛺𝛺1(𝑈𝑈1) ∗ 𝛺𝛺2(𝑈𝑈2) 

This expression can be rewritten to depend only upon the total energy and the energy of 

one system, using the total energy relationship. 

(2.6) 
𝛺𝛺𝑡𝑡𝑡𝑡𝑡𝑡(𝑈𝑈𝑡𝑡𝑡𝑡𝑡𝑡) = 𝛺𝛺1(𝑈𝑈1) ∗ 𝛺𝛺2(𝑈𝑈𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑈𝑈1) 

The function dependencies show that the value of total microstates is dependent upon the 

total energy and the energy in one system. At equilibrium, the system is in the highest 

probable state and thus, the microstates are maximized. This creates a relationship where 

the total derivative of the microstates with respect to energy will be zero, resulting in 

(2.7) 
𝑑𝑑𝛺𝛺𝑡𝑡𝑡𝑡𝑡𝑡
𝑑𝑑𝑈𝑈𝑡𝑡𝑡𝑡𝑡𝑡

=
𝜕𝜕𝛺𝛺1
𝜕𝜕𝑈𝑈1

∗ 𝛺𝛺2 + 𝛺𝛺1 ∗
𝜕𝜕𝛺𝛺2
𝜕𝜕𝑈𝑈2

𝜕𝜕𝑈𝑈2
𝜕𝜕𝑈𝑈1

 = 0 

Knowing the change of the energy for one system with respect to the other will simply 

give negative one, rearrangement gives 

(2.8) 
1
𝛺𝛺1

∗
𝜕𝜕𝛺𝛺1
𝜕𝜕𝑈𝑈1

=
1
𝛺𝛺2

∗
𝜕𝜕𝛺𝛺2
𝜕𝜕𝑈𝑈2

 

Leading directly to a logarithmic function. 

(2.9) 
𝜕𝜕 ln(Ω1)
𝜕𝜕𝑈𝑈1

=
𝜕𝜕 ln(Ω2)
𝜕𝜕𝑈𝑈2

 

Evaluated at equilibrium, each side of the equal sign will give a constant, such that  
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(2.10) 

𝛽𝛽 = �
𝜕𝜕 ln(Ω)
𝜕𝜕𝜕𝜕

� 

This relationship, in combination with the thermodynamic relationship �𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
𝑁𝑁𝑁𝑁

= 1
𝑇𝑇
  

results in   

(2.11) 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

∗
𝜕𝜕𝜕𝜕

𝜕𝜕 ln(Ω)
 =

𝛥𝛥𝛥𝛥
𝛥𝛥 ln(Ω) =

1
𝛽𝛽 ∗ 𝑇𝑇

 

Where β becomes Boltzmann’s constant. 

It was first Boltzmann who had the thought of connecting statistical mechanics 

and thermodynamics, but Planck was the one to explicitly write the formula well known 

entropy equation.  

(2.12) 
𝑆𝑆 =  𝑘𝑘 ln(𝛺𝛺) 

Thus, the second law of thermodynamics states a system will maximize its entropy, the 

equivalent to a system occupying the most probable state. However, in nature the energy 

is always trying to minimize itself. Therefore, equilibrium is a balance between energy 

and entropy terms. 

 
 
Thermodynamic Potentials 

Conservation of energy states energy cannot be created or destroyed, but there are 

various manners in which energy can take shape. Energy can flow between systems in 

thermal contact or particles can flow between systems with permeable membranes. It is 
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helpful to use energy potential functions which allow a mathematical function of state 

variables to describe the potential energy accessible to the system. There are various 

situations which can be measured; thus, there are various types of energy potentials 

depending upon the limits on the measured system.  

The most basic thermodynamic potential is internal energy (U). Internal energy is 

used for isolated systems (closed, isochoric, adiabatic) where energy cannot be 

transferred in or out. Thus, the total energy change for isolated systems will always be 

zero (𝑑𝑑𝑑𝑑 = 0). However, most systems are not isolated. For situations, energy has 

different limitations or constrictions. For example, a heat bath allows energy transfer to a 

system via heat. In a closed isothermal (constant temperature) system, heat is added via 

thermal contact with the heat bath. A Legendre transform on internal energy transforms it 

to Helmholtz free energy. Legendre transformations can be performed for addition 

constraints to obtain the thermodynamic potential that relates to the system of measure 

(Figure 2.1, Table 2.1). It is crucial to ensure that the energy potential matches the 

physical limitations of the system.  
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Figure 2.1 Flow chart explaining Legendre Transforms for each thermodynamic potential 
depending upon the system in question’s set-up and properties. 
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Thermodynamic 
Potential 

System 
Conditions Equation Derivative 

Internal Energy 
U(N,V,S) 

Closed 
Isochoric 
Adiabatic 

𝑈𝑈(𝑁𝑁,𝑉𝑉, 𝑆𝑆) = 𝑇𝑇𝑇𝑇–𝑃𝑃𝑃𝑃
+ 𝜇𝜇𝜇𝜇 

𝑑𝑑𝑑𝑑 =  𝑇𝑇 𝑑𝑑𝑑𝑑 –  𝑃𝑃 𝑑𝑑𝑑𝑑 
+ 𝜇𝜇 𝑑𝑑𝑑𝑑 

Entropy 
S(N,V,U) 

Closed 
Isochoric 
Adiabatic 

𝑆𝑆(𝑁𝑁,𝑉𝑉,𝑈𝑈) =
𝑈𝑈
𝑇𝑇

 

+
𝑃𝑃𝑃𝑃
𝑇𝑇

–
𝜇𝜇𝜇𝜇
𝑇𝑇

 

𝑑𝑑𝑑𝑑 

=
1
𝑇𝑇
𝑑𝑑𝑑𝑑 +

𝑃𝑃
𝑇𝑇
𝑑𝑑𝑑𝑑 –

𝑢𝑢
𝑇𝑇
𝑑𝑑𝑑𝑑 

Helmholtz Free 
Energy 

A(N, V, T) 

Closed 
Isochoric 

Isothermal 

𝐴𝐴(𝑁𝑁,𝑉𝑉,𝑇𝑇) =–𝑃𝑃𝑃𝑃 + 𝜇𝜇𝜇𝜇 𝑑𝑑𝑑𝑑 = –  𝑃𝑃 𝑑𝑑𝑑𝑑 + 𝜇𝜇 𝑑𝑑𝑑𝑑 

Thermodynamic 
Potential 
Π(u,V,T) 

Open 
Isochoric 

Isothermal 

Π(𝑢𝑢,𝑉𝑉,𝑇𝑇) = −𝐴𝐴 + 𝑢𝑢𝑢𝑢
= 𝑃𝑃𝑃𝑃 

𝑑𝑑Π =  𝑆𝑆 𝑑𝑑𝑑𝑑 +  𝑃𝑃 𝑑𝑑𝑑𝑑 
+  𝑁𝑁 𝑑𝑑𝑑𝑑 

Gibbs Free 
Energy 

G(N,P,T) 

Closed, 
Isobaric, 

Isothermal 

𝐺𝐺(𝑁𝑁,𝑃𝑃,𝑇𝑇) = 𝐴𝐴 + 𝑃𝑃𝑃𝑃
= 𝑈𝑈–𝑇𝑇𝑇𝑇
+ 𝑃𝑃𝑃𝑃
= 𝑢𝑢𝑢𝑢 

𝑑𝑑𝑑𝑑 =  −𝑆𝑆 𝑑𝑑𝑑𝑑 +  𝑉𝑉 𝑑𝑑𝑑𝑑 

Enthalpy 
H(N,P,S) 

Closed 
Isobaric 

Adiabatic 

𝐻𝐻(𝑁𝑁,𝑃𝑃, 𝑆𝑆) = 𝑈𝑈 + 𝑃𝑃𝑃𝑃 𝑑𝑑𝑑𝑑 =  𝑇𝑇 𝑑𝑑𝑑𝑑 +  𝑉𝑉 𝑑𝑑𝑑𝑑 
+  𝑢𝑢 𝑑𝑑𝑑𝑑 

Table 2.1 Common Thermodynamic potentials with the correct system conditions, 
equation, and derivative.  
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Gibb’s Mixing Paradox 

Imagine a box full of gas molecules. The box contains a certain number (N) of 

molecules that cannot escape (closed system). Further, the box's walls are flexible, 

allowing it to adjust volume as needed to keep a constant pressure (isobaric). Last, the 

box is in thermal equilibrium with the air surrounding it (isothermal). For such a 

situation, Gibbs Free Energy is the thermodynamic potential required. The box system 

will contain an entropy (S) and volume (V) dependent upon the controllable parameters 

N, temperature (T) and pressure (P). For this example, the gas is made up of ideal 

molecules with no space or interactions. The entropy for an ideal gas is given by 

(2.13) 

𝑆𝑆 = 𝑁𝑁𝑁𝑁 ln𝑉𝑉 +
3
2

 𝑁𝑁𝑁𝑁 �1 + ln �
2𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋
ℎ2

�� 

If another box filled with the same molecules at the same number density is 

introduced in thermal contact with the first box, the total extensive thermodynamic 

parameters will increase to be the sum of both boxes combined. 

(2.14) 
𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑆𝑆1 + 𝑆𝑆2 
𝑈𝑈𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑈𝑈1 + 𝑈𝑈2 
𝑉𝑉𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑉𝑉1 + 𝑉𝑉2 
𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑁𝑁1 + 𝑁𝑁2 

While the intensive thermodynamic parameters remain unchanged 

(2.15) 
𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑇𝑇1 = 𝑇𝑇2 
𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑃𝑃1 = 𝑃𝑃2 
𝜇𝜇𝑡𝑡𝑡𝑡𝑡𝑡 = 𝜇𝜇1 = 𝜇𝜇2 
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When the dividing wall between the two boxes is removed, the molecules are free 

to move between the two boxes and mix. Since entropy is dependent upon ln(𝑉𝑉) it is no 

longer a strictly extensive parameter leading to a change of entropy associated with 

mixing  

(2.16) 

𝛥𝛥𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛 − (𝑆𝑆1 + 𝑆𝑆2) = 𝑘𝑘 �𝑁𝑁1 ln �
𝑉𝑉1 + 𝑉𝑉2
𝑉𝑉1

� + 𝑁𝑁2 ln �
𝑉𝑉1 + 𝑉𝑉2
𝑉𝑉2

� � > 0 

Since the change of entropy is positive, the mixing process must be irreversible.  

However, when all molecules are identical, the divider can be reinserted, 

separating the systems back into the original configuration. In this case, 𝛥𝛥𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 = 0. 

Using the microstates to determine the change of entropy 

(2.17) 
𝛥𝛥𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛 − (𝑆𝑆1 + 𝑆𝑆2) = 𝑘𝑘[ln{(𝑁𝑁1 + 𝑁𝑁2)!} − ln(𝑁𝑁1!)− ln(𝑁𝑁2!)] 

This expression can be modified with a simple ad hoc term 𝑘𝑘 ∗ ln(𝑁𝑁!). Hence, for mixing 

systems of the same molecule with the same temperature, the change in entropy becomes 

zero, fixing the Gibbs Paradox of mixing. 

(2.18) 

𝛥𝛥𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑘𝑘 �(𝑁𝑁1 + 𝑁𝑁2) ln �
𝑉𝑉1 + 𝑉𝑉2
𝑁𝑁1 + 𝑁𝑁2

� − 𝑁𝑁1 ln �
𝑉𝑉1
𝑁𝑁2
� − 𝑁𝑁2 ln �

𝑉𝑉2
𝑁𝑁2
�� = 0 

The previous situation is a perfect example of non-interacting ideal molecules. 

Such situations rarely occur in real-life situations. Thus, mixing may alter the energy 

within a system, particularly with interacting molecules. Therefore, mixing becomes a 

competition/balance between maximizing the entropy and minimizing the energy. 
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Phase Separation 

Even a small impurity will drastically increase the entropy when mixing two 

different molecule types. This will drive systems into homogenous mixing. However, 

there is energy associated with molecules interacting with each other. If a high enough 

energy cost is associated with interacting, the system will be driven away from mixing 

and remain in two phases. This shows mixing is a balance between energy and entropy. 

When the energy cost is higher than the entropy contribution, phase separation will occur.   

Experimental systems which study mixing typically occur in closed, isobaric, 

isothermal conditions leading to the use of Gibbs Free Energy (𝐺𝐺 = 𝐻𝐻–𝑇𝑇𝑇𝑇) to describe 

the system. Since the pressure and number of molecules in the system remain constant, 

the enthalpy (H) of the system will remain constant with the entropy (S) scaling with 

inverse temperature. Therefore, mixing becomes a balance of enthalpic and entropic 

forces. When mixing a solution of molecules, A and B, contamination of molecules will 

increase the entropy, but if there is an energy cost associated with A-B interactions, 

mixing will increase the energy. When the energy cost is too high to overcome the 

entropy, the Gibbs free energy curve for the system will appear with two local minima 

resulting in two stable equilibria for two different relative concentration values between 

A and B resulting in two stable phases (Figure 2.3). Since entropy is scaled by 

temperature, there will be a temperature at which the entropic considerations outweigh 

those of the energetic barrier for interaction. This point is referred to as the critical 

temperature. Above the critical temperature, no phase separation occurs.  
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Typically, phase separation is explained with a phase diagram (Figure 2.2). For 

phase diagrams the concentration of one component is listed upon the x-axis. The y-axis 

represents some environmental factor, typically temperature, though it can also be pH, 

salt concentration, etc. depending upon the system. A coexistence curve is then drawn to 

show conditions in which the two phases coexist, with any condition encompassed by the 

curve separating into two phases while any condition outside the curve remains in one 

phase. Experimentally phase diagrams are generated by assays where the concentration is 

constant while varying the environment, and vice-versa. Experimenters place discrete 

yes/no marks to build the coexistence curve. While such methods are beneficial to 

classify mixing behavior, further modeling is required to fully understand the mixing 

behavior.  
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Figure 2.2 Visual Description of Phase separation. A) Typical phase diagram is shown 
in black. Any external factor could go on the y-axis, such as temperature or salt 
concentration. The x-axis shows the volume fraction of each molecule in the mixture, 
with the orange molecule shown in orange and the purple molecule shown in purple. 
When the mixing situation occurs outside of the curve (points I, V), the system will 
remain in a single phase. Within and under the curve (points II, II, IV) the system will 
phase separate. The volume fraction of each component within the phase separated 
fraction is found by the location of the curve along the desired external factor value 
(shown by the gray dashed line). The orange dominant phase will have the volume 
fraction according to the left of the curve, while the purple dominant phase is on the right, 
indicated by the stars on the x-axis in the respective color. The yellow star at the top of 
the curve indicates the critical point, above which phase separation does not occur. B) 
Visual sketch of mixture for each point I, II, III, IV, and V shown on part A. As the 
volume fraction of the purple molecule increases, the purple dense phase increases in 
volume until it becomes the bulk phase.  
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 Flory-Huggins Theory 

There are various models for phase separation. The most used for biological 

systems is Flory-Huggins theory for molecules and polymers. Flory-Huggins theory 

looks at the Gibbs Free Energy between polymer and solvent mixtures and interactions. 

Here the energy and entropy change are derived by modeling polymers and monomers as 

spheres that take up positions within a three-dimensional lattice (Figure 2.3). Since the 

size difference between the polymer and monomer is so large, a volume fraction is used 

to compare the relative "amount" of one to the other. The volume fraction is analogous to 

a mole fraction but is weighted to take account of the relative sizes of the molecules. This 

gives a weighted ratio regarding the sizes of the molecules where 𝛷𝛷𝑖𝑖 is the volume 

fraction of species 𝑖𝑖, 𝑥𝑥𝑖𝑖 is the number of monomer units in species 𝑖𝑖, 𝑁𝑁𝑖𝑖 is the number of 

species 𝑖𝑖 in the solution, 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the total number of locations sites in the lattice which 

depends upon the volume of the mixture.  

(2.19) 

𝛷𝛷𝑖𝑖 =
𝑥𝑥𝑖𝑖𝑁𝑁𝑖𝑖
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

  

When assuming each lattice site is occupied and the number of units for the solvent is 

one, the following relationship is obtained for the number of lattice sites. Where subscript 

𝑝𝑝 represents the protein/polymer and subscript 𝑠𝑠 represents the solvent.  

(2.20) 
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = �𝑥𝑥𝑖𝑖𝑁𝑁𝑖𝑖

𝑖𝑖

= 𝑥𝑥𝑝𝑝𝑁𝑁𝑝𝑝 + 𝑁𝑁𝑠𝑠 
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This results in the probability of a certain species occupying a space on the lattice 

equivalent to its volume fraction. This allows an expression for the change of entropy 

given the entropy and probability relationship. The change in entropy due to mixing, as 

modeled by a polymer random placement, is give as  

(2.21) 

𝛥𝛥𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 = −𝑘𝑘 �𝑁𝑁𝑖𝑖 ln(𝑃𝑃𝑖𝑖)
𝑖𝑖

= −𝑘𝑘 �𝑁𝑁𝑖𝑖 ln(𝜙𝜙𝑖𝑖)
𝑖𝑖

= −𝑘𝑘 �𝑁𝑁𝑝𝑝 ln �
𝑥𝑥𝑝𝑝𝑁𝑁𝑝𝑝
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

� + 𝑁𝑁𝑚𝑚 ln �
𝑁𝑁𝑚𝑚
𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

�� 

However, Gibb’s Free Energy is a combination of enthalpy and entropy 

considerations. There is an energy cost associated with molecules being in proximity and 

interacting with each other. In the Flory Huggins model, molecular interactions occur 

between lattice contact points. If the polymer is made up of the same monomer, three 

different interactions can occur. 

(2.22) 
𝜔𝜔𝑝𝑝𝑝𝑝 = polymer and polymer 
𝜔𝜔𝑠𝑠𝑠𝑠 = monomer and monomer 
𝜔𝜔𝑠𝑠𝑠𝑠 = polymer and monomer 

Each interaction may contain a different energy cost or benefit. The energy change 

associated with forming new contacts involves the loss of energy from breaking the 

initial contacts combined with energy gained due to new contacts forming. For a single 

change from same contacts to mixed contacts, the energy change is given as  

(2.23) 

𝛥𝛥𝛥𝛥 = 𝛺𝛺𝑠𝑠𝑠𝑠 −
1
2
�Ω𝑝𝑝𝑝𝑝 + 𝛺𝛺𝑠𝑠𝑠𝑠� 
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When the change in energy is negative mixing is preferred due to the decrease in 

enthalpy while increasing entropy, leading to homogenous mixing. When the energy 

change is positive, there is a competition between enthalpy and entropy. When the 

enthalpic term dominates, molecules will associate with similar molecules resulting in 

phase separation. 

These results show the energy change of mixing dictates the number and 

composition of phases in the mixture. Thus, the energy change for the entire system 

needs to be determined. This involves calculation of the total number of mixed contact 

points multiplied by the energy change per contact. The total number of polymer contact 

points can be found as the total number of polymer units (𝑥𝑥𝑝𝑝𝑁𝑁𝑝𝑝) times the number of 

neighbors (𝑧𝑧). Then the probability of finding a solvent as a neighbor, weighing the total 

polymer contacts by the solvent volume fraction, resulting in the total number of 

polymer-monomer contacts. The total number of contact points will be equal for 

polymer-monomer and monomer-polymer.   

(2.24) 
𝑧𝑧�𝑥𝑥𝑝𝑝𝑁𝑁𝑝𝑝�𝜙𝜙𝑠𝑠 = 𝑧𝑧𝑧𝑧𝑠𝑠𝜙𝜙𝑝𝑝 

The total energy of the system becomes the number of mixed contact points times 

the change of energy per contact. The polymer-solvent interaction parameter (𝜒𝜒𝑠𝑠𝑠𝑠) is 

introduced to simplify this equation by combining the change in energy and number of 

neighbors, which are both system dependent. 

(2.25) 

𝜒𝜒𝑠𝑠𝑠𝑠 = �
1
𝑘𝑘𝑘𝑘
� 𝑧𝑧 ∗ 𝛥𝛥𝛥𝛥 
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𝛥𝛥𝛥𝛥 = (𝛥𝛥𝛥𝛥 ∗ 𝑧𝑧) ∗ �𝑁𝑁𝑠𝑠𝜙𝜙𝑝𝑝� = �𝑘𝑘𝑘𝑘𝜒𝜒𝑠𝑠𝑠𝑠� ∗ �𝑁𝑁𝑠𝑠𝜙𝜙𝑝𝑝� 

Thus, the determining factor for phase separation is 𝜒𝜒𝑠𝑠𝑠𝑠, the interaction parameter. When 

𝜒𝜒𝑠𝑠𝑠𝑠 is very large, the energy cost for mixed interactions is large, driving to phase 

separation. When 𝜒𝜒𝑠𝑠𝑠𝑠 is small or negative, mixing decreases the enthalpy driving a 

homogenous mixing (Figure 2.3).  

Bring everything together, the total change in Gibbs free energy due to mixing 

becomes an expression combining entropy and enthalpy terms. Here N, number of 

molecules, is converted to n, moles of molecules, where Avogadro’s number is absorbed 

into Boltzmann constant to give the ideal gas constant, R.  

(2.26) 
𝛥𝛥𝛥𝛥 = 𝑅𝑅𝑅𝑅�𝑛𝑛𝑠𝑠𝜙𝜙𝑝𝑝𝜒𝜒𝑠𝑠𝑠𝑠 + 𝑛𝑛𝑠𝑠 ln(𝜙𝜙𝑠𝑠) + 𝑛𝑛𝑝𝑝 ln�𝜙𝜙𝑝𝑝�� 

When the interaction parameter is less than one, the entropy term dominates, and the 

system is completely mixed. Since natural log of a number less than one will always be 

negative. When the interaction parameter is large, the enthalpy term dominates pushing 

the system to phase separate. 
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Figure 2.3 Lattice layout and energy diagrams for mixing. When in the interaction 
parameter, χ, is negative, a homogenous mixture will occur, as seen on the left. When χ is 
large, to phases occur within the system, as seen on the right. A) Lattice occupancy for a 
single phase (left) and two phases (right) system. B) Free energy of mixing for a single 
phase (left) and two phase (right) system.  
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CHAPTER THREE 
 

SIMULATING BIOMOLECULAR CONDENSTATES 
 
 
Determining the Interaction Parameter (χ) 

For Flory-Huggins theory, the most important driving forces for phase separation 

is the interaction parameter (χ) between the polymer and the solvent. The interaction 

parameter (χ) is found experimentally to be linearly dependent upon inverse temperature 

(174,175), consistent with (eqn. (2.25)). Flory-Huggins theory has been used to 

understand phase separation and crystal formation between pharmaceutical products 

(176) including how to optimize drug load delivery using nanocarriers (177). 

Experimentally, the interaction parameter can be found through annealing polymers 

(178). However, obtaining the interaction parameter through computational methods has 

been more difficult (179-181). Since phase separation simulations requires multiple 

interacting polymers, full atom simulations are too computationally expensive leading to 

course graining models (182). Force fields for coarse grained systems require 

optimization for the system, therefore specific force fields are used solely to determine 

phase separation for biomolecular condensation formation (183). Fortunately, there have 

been great advances in coarse graining and running multiple simulations at various 

temperatures is manageable through use of LAMMPS (184). 

Modifying eqn. (2.26), the free energy of mixing in terms of the volume fraction 

of the polymer or protein is given as  
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(3.1) 
Δ𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚(𝜙𝜙)

𝑘𝑘𝑘𝑘
=
𝜙𝜙
𝑁𝑁1

ln(𝜙𝜙) +
1 − 𝜙𝜙
𝑁𝑁2

ln(1 − 𝜙𝜙) + 𝜒𝜒𝜒𝜒(1 − 𝜙𝜙) 

Where 𝑁𝑁1 and 𝑁𝑁2 are the number of lattice spaces for the protein and water respectively.  

At equilibrium, the first derivative of free energy must be zero for the system. 

(3.2) 
𝜕𝜕Δ𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚
𝜕𝜕𝜕𝜕

=
1 + ln(𝜙𝜙)

𝑁𝑁1
−

1 + ln(1 − 𝜙𝜙)
𝑁𝑁2

+ 𝜒𝜒(1 − 2𝜙𝜙) = 0 

Further, the system will only phase separate if there are two separate local minima, thus 

the function must contain a convex portion, a location where the second derivative is 

negative, for phase separation to occur. If equation (3.3) is positive for all volume 

fractions, phase separation will not occur. 

(3.3) 
𝜕𝜕2Δ𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚
𝜕𝜕2𝜙𝜙

=
1
𝑁𝑁1𝜙𝜙

+
1

𝑁𝑁2(1 − 𝜙𝜙) − 2𝜒𝜒 

Experimentally it is known that Chi should be linear with respect to inverse temperature 

and rearranging eqn. (3.2) for the interaction parameters give a means to extract the 

interaction parameter with only the volume fraction for each phase.  

(3.4) 

𝜒𝜒 = 𝐴𝐴 +
𝐵𝐵
𝑇𝑇

= �
1 + ln(1 −𝜙𝜙)

𝑁𝑁2
−

1 + ln(𝜙𝜙)
𝑁𝑁1

� ∗ �
1

1 − 2𝜙𝜙
� 

Using the simulated phase densities to determine the interaction parameter, a linear fit 

can give values for parameters A and B, allowing the interaction parameter for the system 

to be determined. The interaction parameter will give the free energy of mixing as a 
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function of temperature. The free energy of mixing minimization for both volume 

fractions will result in the density of each phase when phase separated. This allows the 

phase diagram to be constructed as a function of temperature with only the volume 

fraction of high- and low-density phases at several temperatures, values obtainable with 

the appropriate computational approaches.  

 
 
Coarse Graining Methods 

Computational simulations are limited by computational resources and run time. 

A high degree of freedom for a system is the largest contributor affecting the large 

number of computational resources and long run time required. Classical all atom 

simulations tend to be limited by a tradeoff between the size of the system and the length 

of the simulation. One way to limit the degree of freedom in a simulation is to combine 

atoms into one group or bead. Such a method, referred to as coarse graining, increases 

computational efficiency by decreasing the degree of freedom in the system (185). 

Coarse graining can drastically increase the time scale simulations can achieve, obtaining 

up to second time scales (186). The increase in achievable timescale allows 

computational methods to efficiently match the same time scale (microsecond or 

millisecond) as experimental spectroscopic techniques (187) and probe longer time scales 

of protein aggregation, allowing better insight into the entire aggregation process (188). 

Coarse graining can also increase the size of the system under investigation such as DNA 

and chromatin interactions which are too large to be probed with atomic methods 
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(189,190). Coarse graining large systems leads to simulations results that agree very well 

with experimental results regarding melting curves and persistence lengths (189). 

Typical DNA coarse graining models involved dividing each base pair into three 

parts (phosphate, sugar, and base) represented by three oval ‘beads’ (190). Proteins can 

be coarse grained where each amino acid is represented by a single bead (191). There are 

many different methods of mapping between coarse grain models and full atomistic 

models (192). These methods drastically lower the degree of freedom for the systems, 

while giving accurate results that match well with experimental results. However, one 

must be careful not to eliminate too many degrees of freedom or important interaction 

sites. 

With every simulation, the computational results are only as good as the force 

field for the system (193). Comparison of atomic and coarse grain models are being used 

to improve force field parameters for coarse grain simulation, leading to better 

consistency between coarse grain and atomistic models (194). The results is using atomic 

force fields to create coarse grain force fields. Some force fields are experimentally 

determined, common for coarse graining where a single bead represents an amino acid. In 

such cases, each amino acid has specialized interaction parameters which are used for a 

Lennard-Jones (LJ) potential. These force fields can accurately predict protein binding 

and interactions (85,191) as well as IDP, including Q-rich regions, behaviors (195). 

However, there are draw backs regarding coarse grain models. In general, coarse 

graining smooths the energy landscape, leading to faster dynamics (196). However, other 

thermodynamic properties such as temperature, pressure, and density agree with atomic 
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models across various ranges (197). There is active development for out of equilibrium 

coarse grain models (198) and mixed models that combine coarse graining with certain 

fully atomistic regions of the system (108). It is important to understand the aim of the 

simulation to ensure the appropriate experimental design required for the simulation. 

  The advances in coarse graining have created a decent method for quickly 

verifying hypothesis before putting resources into a full-atomic simulation or an 

experimental set up (199). Combining coarse graining parallel computing, computational 

time drastically decreases allowing for larger systems or longer simulations (200). Large-

scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) is a commonly used 

simulation tool specifically designed for parallel computing of course grained approaches 

(Chapter 3.2) (201). Patches have been introduced to LAMMPS for a coarse grain 

Lennard-Jones-9-6 potential, making coarse graining simulations easier to run for coarse 

graining proteins by amino acids (202). For the simulations within this dissertation, an 

experimental, physic-based force field (203) is used following the set up and parameters 

from Dignon et al (184). Where the protein sections are coarse grained using a top-down 

model (204), where each amino acid is represented by a single bead.  

 
 
Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) 

Even with coarse graining techniques, running simulations large enough to predict 

and understand biomolecular condensation formation is computationally heavy, requiring 

large amounts of resources with long simulation times for a single simulation. To build a 

phase diagram, several phase separation simulations must be completed at multiple 
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temperatures to properly obtain the varying high- and low-density phase concentration 

temperature dependence. Thus, for a single sample, several simulations must be 

completed.  Parallel computing decreases computational time by dividing the particles in 

the simulation to different processors which communicate with each other during various 

times steps within the simulation leading to better computational efficiency (200,205). 

Due to the ease of use and widely available scripts, LAMMPS is the most used open-

source parallel simulator environments used for molecular dynamic (206). LAMMPS 

(Large-scale Atomic/Molecular Massively Parallel Simulator) has been filling the need 

for an easy-to-use parallel computing molecular dynamic simulation since it became open 

source in 2004 (201). It is used across various fields from material science to biological 

systems. 

LAMMPS was designed to fill the need for easy access to simulation techniques 

for scientists who might not have a deep understanding of computational skills (207). 

With its versatile applications across temporal and spacial skills, it is widely used in 

material science and biological simulations. For users with little computational 

experience, LAMMPS scripts can be modified using the input file. Since the input file is 

read one line at a time, multiple simulation stages can easily be applied within a single 

input file. Commands within the input file include defining interaction parameters for 

atoms, boundary conditions and processor distribution. Input files can also include 

specific calculations and output file formats. Further, python scripts can be implemented 

directly into an input file for more complex calculations. More experienced computer 

coders can modify LAMMPS to run more specific scripts including introduction of user 
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defined pairwise interactions through the input file. This allows the user to define the 

interaction parameters to be used in the force field allowing various coarse graining force 

fields from solid state, soft matter, and biological systems dependent upon the system 

being probed by the user. More advanced users can create and develop LAMMPS sub-

directories, referred to as packages, that can be used as a LAMMPS library to allow for 

more advanced modifications to simulations. LAMMPS libraries can be downloaded and 

installed for any user allowing for easy access and sharing of computational design for 

similar systems. LAMMPS libraries are compatible with python coding, allowing users to 

modify the LAMMPS libraries for their specific requirements using python.  

LAMMPS is highly modifiable through modification of different, easy to change, 

parameters. The ease of modification allowed within LAMMPS allows for various 

systems and properties to be probed. Bond information between particles can be altered 

throughout simulations allowing the changing of bond information, such as bond 

breakage, formation, and type changes, to be explored (208). Further user modifications 

can alter the way energy is introduced into the system allowing for more realistic 

temperature controls for heating and cooling (202). The application of forces can also be 

modified, allowing for a better representation of the system being probed (209). The 

LAMMPS environment is even capable of exploring nonequilibrium (210,211) and 

multiple scale (212,213). However, some aspects remain constant regardless of the 

system of interest. 

LAMMPS is largely controlled by fix commands. Fix commands can be inserted 

into the input file to define certain interactions or parameters which can change 
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throughout the simulation. Fix commands give easy methods of modifying LAMMPS 

simulations to fit various situations. When starting a simulation, the simulation box must 

be defined. There are various ways to define a simulation box including the shape of the 

box and boundary conditions. The simulation box can be shaped with orthogonal or 

triclinic dimensions. Boundary conditions may be periodic or non-periodic with fixed or 

shrink-wrapped boundaries. It is important to understand the system and what boundary 

conditions will best fit the simulation. Simulation box and boundary conditions can be 

modified throughout the simulation through a fix command within the input file.  

Once the boundary conditions are set, the simulation must be split into different 

regions, referred to as partitions, that will be assigned to different processors allowing for 

the parallel computing aspect. The simulation box is spatially partitioned into non-

overlapping subdomains. The boundaries of partitions must be parallel with simulation 

box boundaries. The default partition will break the simulation box into equal boxes. The 

default method is useful for simulations containing a uniform density. However, there are 

many situations where the density may not be uniform throughout the simulation space. 

Variable sized subdomains assign the same number of particles to each processor, 

resulting in uneven spacial splitting between processors. Dynamic load-balancing 

algorithms, such as recursive coordinate bisectioning (RCB), can help increase 

computational efficiency, since the efficiency of parallel computing is dependent upon 

the heaviest load upon a single processor (214,215). Partitions share a region of overlap 

by a set cutoff to ensure clean transition of particles between partition spaces. The 

particles within a partition are owned by that partition while particles existing within the 
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overlap are referred to as ghost particles. Each processor stores the information regarding 

atoms which it owns as well as ghost atoms. As the simulation runs, particles may 

transition between partitions. When a particle diffuses out of a partition and transitions 

from being owned to a ghost particle, a forward communication occurs within the 

processor. As a particle diffuses into a partition it goes from being a ghost particle to an 

owned particle, a reverse communication occurs in the processor. 
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CHAPTER FOUR 
 

FLUORESCENCE BASED EXPERIMENTATION 
 
 
Fluorophore Selection 

There exist certain molecules that appear to ‘glow’ under certain conditions. Such 

molecules are referred to under many names including fluorophore, chromophore, and 

fluorescent dye. Naming convention tends to rely on structure of the molecules with 

small, synthesized organic molecules commonly referred to as fluorescent dyes with 

larger, biologically synthesized proteins referred to as fluorescent proteins. For the rest of 

the dissertation, such molecules will be referred to as fluorophores to encompass all such 

molecules.  

Developing fluorophores with different physical properties is a large, active 

research topic (216). There are several physical properties that are used to classify 

fluorophores including absorption and emission range, excitation lifetime, quantum yield, 

photostability, and environmental influence (217). To fully understand the importance of 

these properties, one must first understand the physical phenomena that leads to the 

‘glowing’ effect. Fluorophores contain a chemical structure with a ground state energy 

(So) and a higher-energy excited state (S1). The energy barrier between the ground state 

and excited state depends upon the overall chemical structure of the fluorophore. Some 

fluorophores contain several different excited states, accessible by different energy 

barriers. Commonly, fluorophores absorb an external energy source, typically a photon, 

which contains the same energy as the energy barrier, which transitions the electrons to 
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the excited state. For simplicity, it will be assumed that the fluorophore is being excited 

by a single photon, though other excitation manners exist (218-220). The fluorophore 

remains in the excited state for a certain time, referred to as the lifetime of the excited 

state, or simply the lifetime, after which the fluorophore relaxes back into the ground 

state and released the energy back into the environment. Fluorophores are designed to 

optimize the released energy into the form of a photon as radiative emission. This is what 

is seen as the ‘glowing’ of the fluorophore. However, there are several mechanisms in 

which the fluorophore can relax back to the ground state which are non-radiative, energy 

released in a form other than a photon. It is important that fluorophores function as 

designed and there exist several parameters used to describe fluorophore functionality.  

The largest difference between fluorophores is their absorbance and emission 

spectra (221). Since fluorophores are constructed from complex atomic structures, their 

energy bands consist of very close vibrational energy levels. This creates a range of 

energy values which can be absorbed by the fluorophore. Assuming the fluorophore will 

be excited by a photon, energy can be replaced by wavelength. Experimentally, the 

absorbance of different wavelengths can be determined for each fluorophore building an 

absorbance spectrum. An absorbance spectrum will have a peak wavelength where the 

fluorophore optimizes absorbance with less absorbance in the neighboring wavelengths 

creating a curve of absorbed wavelengths due to the fluctuations of energy levels due to 

vibrational energy. Few fluorophores will contain multiple peaks depending on the 

chemical structure and energy levels. Once the photon is absorbed, the fluorophore 

becomes excited. Energy is lost in the dissipation of vibrational energy, resulting in a 
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longer wavelength, lower energy photon being emitted. The emitted photons, referred to 

as emission, also result in a range with a peak showing the most occurring wavelength 

with counts decreasing along the neighboring wavelengths. Collecting the counts for each 

wavelength creates an emission spectrum for the fluorophore. The peak locations of the 

absorption and emission spectra are called the maximum absorption or excitation and 

maximum emission, respectively. Selecting fluorophores with the appropriate absorption 

and emission spectra is very important. Most biological samples naturally contain some 

color or fluorescent that can increase the background making the detection of 

fluorophores with similar spectra properties to the background difficult to measure (222). 

For example, when designing and experimenting using smooth muscle cells, which have 

a purple/red tint, one should avoid fluorophores with similar emission spectra 

wavelengths such as mCherry and pick a fluorophore that appears closer to green such as 

GFP. 

Since fluorophores do not absorb all wavelengths of light equally, the molar 

absorption coefficient, also referred to as the extinction coefficient, gives a measure of 

how well a certain fluorophore absorbs a specific wavelength. Since absorption depends 

upon the number of molecules within the light path, the molar absorption coefficient has 

units of inverse Molarity times centimeter and is most often used within Beer–Lambert’s 

law where log of the ratio of intensity of light put into the system by the light that passes 

through is the absorbance and is equal to the concentration of molecules, the pathlength, 

and the molar absorption coefficient. It is important for fluorophores to have a large 

molar absorption coefficient to ensure that the fluorophore has a high probability of 
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excitation when encountering a photon. Further, many research setups have a limited 

number of lasers with specified wavelengths. It is important to ensure that available lasers 

are compatible with the selected fluorophore’s wavelength associated with a higher molar 

absorption coefficient. 

Not all absorbed photons are released back as photons. This loss of photon counts 

varies on several factors and is parameterized as the quantum yield, the ratio between the 

number of photons emitted by the number of photons absorbed. Fluorophore researchers 

strive to optimize the quantum yield by maximizing it to get it as close to one as possible. 

The quantum yield depends upon several environmental factors including pH, salt 

concentration, polarity of solution, and base solvent. It is important to consider the 

environment when designing experiments. Multiplying the quantum yield and molar 

absorption coefficient gives the brightness of the fluorophore. The brightness is a good 

manner of understanding the emission process efficiency for a fluorophore at a specified 

wavelength. Often fluorophores are selected based on the experimental environment, 

since biological samples require specific conditions. The photostability, chemical 

influence and solubility of the fluorophore in response to the experimental environment is 

highly important to consider when selecting which fluorophores to use in an experiment. 

A well selected fluorophore will be easily visible and detected throughout the 

experiment.  

One phenomenon that can impair the brightness of a fluorophore is quenching, a 

mechanism that requires the interaction between the fluorophore and a quencher (223). 

The quencher is a secondary molecule within the environment that receives energy 
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transferred from the fluorophore, placing the fluorophore back into the ground state 

without the release of a photon. Common quenchers include oxygen, aromatic rings, 

heavy metals, and even certain amino acids. Quenching comes in two forms: dynamic 

and static. Dynamic quenching occurs when the fluorophore diffuses into or collides with 

the quencher. Since dynamic quenching is dependent upon collisions and diffusions, it 

has a dependency upon time thus alters the average lifetime of the fluorophore. Static 

quenching occurs when the fluorophore binds with the quencher forming a complex 

which consistently releases energy in a form different from the expected photon. Static 

quenching does not change the lifetime of the fluorophore since the formed complexes 

are expected to remain stable over time lengths longer than the lifetime of the 

fluorophore. Since dynamic quenching alters the lifetime of the fluorophore, while static 

quenching does not, experiments which obtain the lifetime of the fluorophore can 

separate dynamic and static quenching.  

Another situation which lowers fluorophores efficiency is alterations within their 

chemical configuration. Some altered no longer allow for radiative emission, resulting in 

the fluorophore entering a dark state. While in a dark state, fluorophore cannot receive 

excitation energy. Some fluorophores can recover from the dark state stochastically, after 

a certain amount of time. This mechanism can be manipulated and useful for certain 

experimental set ups such as Fluorescence Recovery After Photobleaching (FRAP) or to 

optimize single molecule wide-field imaging techniques by lessening the fluorescent 

molecules in view by taking advantage of fluorophore blinking, a property of some 

fluorophores which stochastically fluctuate between normal, bright states and dark states. 



 58 

Blinking can help limit the amount of fluorophore labeled molecules within a frame for 

better particle tracking or localization. For example, Stimulated Emission Depletion 

(STED) imaging is a super-resolution microscopy technique that uses the dark state to 

overcome the spacial resolution limit given by conventional optical microscopy. 

Another feature of fluorophores is they do not remain stable forever. Many 

fluorophores have a measurement life on the order of milliseconds to second. Due to the 

life span of fluorophores, many fluorescent experiments are limited to probing a specific 

fluorophore for a short period of time. Recent developments in fluorogenic have been 

developed to try and overcome these limitations by introducing fluorophores which only 

access the bright state when bound to their target. Controlling the bound and unbound 

rates, such fluorophores can be developed with fast bound rates to ensure quick binding 

and unbound rates close to the time it takes for them to naturally enter a dark state. These 

mechanisms work to refresh fluorophores throughout the experiment allowing for the 

same target molecule to be tracked for longer periods of time. Introducing multiple 

binding locations on the same target molecules will help reduce the ‘dark gaps’ which 

occur between a fluorophore unbinding before a fresh fluorophore binds to replace it. 

Since binding is stochastic, work needs to be done to optimize the number of binding 

locations to ensure a consistent tracking of molecules throughout the duration of the 

experiment.  

It is essential to consider all the above fluorophore properties when designing an 

experiment. Adjusting the system by introducing the best fluorophore will result in the 

best results. Often it is difficult to optimize for a perfect fluorophore and trade-offs must 
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be considered. Given the experimental setup and underlying hypothesis, careful 

consideration should be given to the selection of fluorophores. 

 
 
Labeling Strategies 

Fluorophores are connected to the target of interest in several manners depending 

upon the target and the fluorophore selected for the experiment. Common target 

molecules include DNA, RNA, and proteins. For this dissertation, the focus will remain 

on proteins.  

Fluorescent proteins are formed from amino acids, the same way all proteins are 

created. These amino acids tend to follow a common secondary structure resulting in a 

barrel shape formed from beta sheets protecting an internal chemical structure containing 

an aromatic ring which results in the fluorescent properties of the protein. Since 

fluorescent proteins are themselves proteins, they tend to be nanometers in size, with 

Green Fluorescent Protein (GFP), one of the first and commonly used fluorescent 

proteins, having a radius of gyration around 2.5 nm (224). Further modification on GFP 

has resulted in a variety of different fluorescent proteins like enhanced GFP (eGFP) (225) 

with mutations leading to a variety of different absorbance and emission ranges such as 

yellow fluorescent proteins (YFP) and mCherry (226,227). Because fluorescent proteins 

are proteins, they can be tagged to a protein of interest by recombinant DNA methods. 

This involves splicing together two DNA sequences from different host organisms and 

introducing the new DNA sequence to a host system for expression. The result produces 

the target proteins with the fluorescent protein connect at the N- or C-terminal depending 



 60 

upon the DNA plasmid design. Such plasmid constructs can be introduced into a cell line 

which benefits the manner of the experiment, being in vivo or in vitro.   

On the other hand, synthesized organic molecules also known as fluorescent dyes, 

are much smaller than fluorescent proteins and tend to remain brighter and more stable 

over time. Fluorescent dyes are typically connected to a carbon chain linker with a 

reactive group on the end. This reactive group is specified to react with a certain chemical 

trait on the target molecule to ensure the molecule is tagged at a certain location. Such is 

the case for the GluN2B study in this dissertation, maleimide groups are used at the 

reactive group at the end of the carbon chain which reacts with sulfur within cystine 

amino acids. Thus, mutating the target protein to remove native cystines and introduce 

cystines at strategic labeling locations within the protein allows for the protein of interest 

to be targeted along its sequence instead of simply a tail end. Care must be taken when 

selecting mutation locations within the protein. The native function of the protein must be 

ensured, eliminating reactive domains along the protein or amino acids important for 

secondary structure (228). There are several tools currently in use to computationally 

predict appropriate labeling locations within proteins, including projects on going within 

the Single Molecule Biophysics Laboratory (SMBLab) here at Clemson.   

While reactive groups work very well for in vitro experiments, there are many 

issues for in vivo experiments, largely including non-specific binding to any binding 

target within the host system. For in vivo experiments, immunofluorescence (IF), where 

the protein of interest is tagged with an antibody, becomes very useful. In IF, the 

fluorescent dye is attached to the end of an antibody where the antibody has a specific 
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targeting site which allows for more specified binding than more general reactive groups. 

However, antibody development can be difficult and intensive often resulting in a high 

background or non-specific binding. Depending upon the sensitivity of the experiment, 

directly tagged fluorescent proteins may be the best option for in vivo experiments. 

Determining the best labeling method for fluorescent experiments is essential. 

The labeling location can alter the system or change the properties of the measurement. 

To ensure the results are expected control experiments, correct labeling locations and 

methods must be considered.  

 
 
Fluorescence Detection Methods 

When using fluorescence to probe a system, it is important to understand what 

physical phenomenon is being measured and reported to extrapolate the concept of 

interest. Fluorescent data, when used correctly, offers a wealth of information. However, 

the quality of the information gathered is limited by the available experimental equipment 

and various other experimental factors. The easiest fluorescent experiment to imagine is 

in vivo cell imaging where a protein of interest is tagged with a fluorophore to determine 

the proteins localization within the cell. In this case, widefield images, taken through an 

optical microscope where a laser is used to excite the attached fluorophore and a 

Complementary Metal Oxide Semiconductor (CMOS) camera is used to take images. 

Such experiments are highly beneficial in understanding general protein location within 

the cell while requiring simple, easy to access equipment. By comparing the intensity 

from each pixel that builds the image, with the assumption each protein of interest 
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contains a fluorophore label, and each fluorophore has a standardized brightness, number 

of the fluorophores in each location can be determined. Multiple lasers and fluorophores 

can be added to detect multiple different types of proteins of interest at once. 

Fluorescence Recovery After Photobleaching (FRAP) has a similar experimental set up 

but in this case, a powerful laser is used to photobleached, forcing the fluorophore into a 

dark state, within a small, controlled area. As fluorescently tagged proteins diffuse 

around the space, the rate of fluorescence recovery can be measured and covered into an 

average diffusion time for the fluorescently tagged protein ensemble. If the concentration 

of fluorophores is low enough, single molecule information can be gathered. The 

fluorescent signal from each fluorophore can be traced over time by comparing changes 

between frames. With the help of machine learning and increased frame rates, diffusion 

times and trajectories of individual molecules can be traced (229). This gives insight into 

individual protein behavior instead over averaging over an ensemble.  

The given examples are powerful imaging techniques, but since CMOS cameras 

cannot capture certain light properties, such as polarization, there is a loss of fluorescent 

information that can be used to deeper probe into the physical system of the cell. Further 

limitations of CMOS cameras arise since the temporal resolution is limited by the capture 

rate of the camera, typically to the limit of 10s of milliseconds, though pixel binning can 

increase this speed, and the spacial resolution is limited by the wavelength of light and 

pixel size of the camera. Special care and clever ideas have led to the development of 

super-resolution microscopy, which allows imaging to advance past the standard spacial 

resolution limitations set by traditional optical microscopy methods (230-237).  
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With extra finances, more comprehensive experimental set ups can be constructed 

to detect additional fluorescent information such as the polarization of the emitted 

fluorescence. If a widefield image is not necessary to probe the desired physical property 

of the system of interest, confocal methods allow faster data accusations with photon-

counting detectors such as avalanche photodiodes (APDs) and photon multiplier tubes 

(PMTs). Such photon-counting detectors measure photon arrival time with temporal 

resolution much faster than typical widefield cameras, often up to the picosecond range. 

This allows accurate measurements of fluorescence lifetimes which are often on the 

nanosecond time scale by detecting single photon arrival times and building a histogram 

of photon arrival time over the course of a measurement. This time scale can capture 

individual protein dynamics such as configuration changes and intrinsically disordered 

region movements.  

Understanding the accessible tools and equipment available as well as the 

underlaying physics, temporal and spacial resolution required to probe a hypothesis are 

essential for experimental design of biological systems. When the experimental set up is 

deeply understood, experimental measurements can be properly optimized to ensure the 

best data is obtained allowing for the full accessible knowledge to be obtained from the 

dataset. 

 
 
Fluorescence Correlation Spectroscopy (FCS) 

Fluorescent Correlation Spectroscopy (FCS) is based upon time-dependent 

intensity fluctuations which result from dynamic processes. Very often this process 
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comes from translation diffusion into and out of a defined confocal volume created by 

focusing a laser beam through a confocal pinhole. The measurement confocal volume is 

altered by the pinhole size and wavelength of laser light being used, where a larger 

pinhole and longer wavelength leading to larger confocal volumes. Typical FCS 

experiments probe very small volumes on the order of a femtoliter.  

As random diffusion drives fluorophores into and out of the confocal volume, 

time-dependent fluctuations occur within the measured fluorophore intensity of the 

measurement. The number of fluorophores within the confocal volume is directly related 

to the intensity of the measurement. However, intensity also depends upon the 

fluorophore location within the confocal volume. Fluorophores along the edges of the 

confocal volume have a lower intensity, appearing dimmer than fluorophores within the 

center of the confocal volume. Therefore molecular information can be obtained from 

FCS measurement by analyzing the rates and amplitudes of the intensity fluctuations 

using Poisson statistics (238). 

To ensure measurements of only a single molecule, single molecule experiments 

are typically performed at low concentrations around picomolar of fluorescently tagged 

molecules. This low concentration, in combination with the small confocal volume, 

creates an average of approximately 0.6 molecules within the confocal volume at a time. 

This can be thought of as having a single molecule within the confocal volume around 

50% of the time with very low probabilities of multiple molecules occurring within the 

confocal volume. These low concentration in combination with the desire to obtain 

information on fluctuations results in FCS measurements requiring some very specific 



 65 

and advanced equipment to increase the signal to noise ratio ensuring measurement 

values are distinguishable from the background. 

Intensity fluctuations often occur due to translation diffusion of fluorophores in 

and out of the confocal volume. As fluorophores diffuse into the confocal volume, they 

are excited by the laser and emit a photon. If the fluorophore remains within the confocal 

volume, it will be excited again, resulting in another photon emission. Thus, there is a 

burst of emitted photons due to multiple excitation-emission cycles from a single 

fluorophore dependent upon the dwell time of that fluorophore. If the fluorophore 

diffuses rapidly the dwell time is short leading to a short-lived photon burst time. If the 

fluorophore diffuses more slowly, the fluorophore remains in the confocal volume longer 

resulting in a longer photon burst time. This creates a relationship between the diffusion 

rate of the fluorophore and the dwell time within the confocal volume.  

The autocorrelation function, G(τ), explains how intensity measurements fluctuate 

over time by comparing the fluorescence intensity at a time, t, to a delay time, τ.  

(4.1) 

𝐺𝐺(𝜏𝜏) =
< 𝐹𝐹(𝑡𝑡) ∙ 𝐹𝐹(𝑡𝑡 + 𝜏𝜏) >

< 𝐹𝐹(𝑡𝑡)2 >
 

The autocorrelation function will have dependencies upon the experimental set up, 

including the confocal volume geometry. The confocal volume is modeled to fit a 3D 

Gaussian with symmetry in the xy-plane where the radius of the xy-plane is given as 𝜔𝜔𝑥𝑥𝑥𝑥 

and the radius in the z-direction is denoted 𝜔𝜔𝑧𝑧. For a system with fluctuations only due to 

simple translation diffusion, the autocorrelation function is given as  
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(4.2) 

𝐺𝐺(𝜏𝜏) = 𝐺𝐺(0)�1 +
4𝐷𝐷
𝜔𝜔𝑥𝑥𝑥𝑥2

�
−1

�1 +
4𝐷𝐷𝐷𝐷
𝜔𝜔𝑧𝑧2

�
−12

 

where G(0) relates to a τ equal to zero denoting no time delay, giving the average number 

of molecules being observed within the confocal volume. Since the translational diffusion 

coefficient, D, is directly related to size and geometry of the fluorophore and attached 

molecule, the diffusion time can allow one to understand the size of the molecule and any 

complexes that may be formed in the solution due to binding between two or more 

molecules. 

Typical systems are rarely this well behaved and can contain intensity fluctuations 

due to ligand–macromolecule binding, rotational diffusion, internal macromolecule 

dynamics, intersystem crossing, and excited-state reactions. It is important to understand 

the physical and fluorescent properties of the measured system to ensure the correct 

fitting model is being applied. There are numerous different fitting models based on 

physical concepts allowing a large amount of information about the probed system to be 

obtained when proper analysis of fluctuations is applied. The fitting function will depend 

upon the photophysical properties of the selected fluorophore, local environment of the 

labeling location, and the biological system being probed. With the proper fitting 

function, FCS can offer a wide amount of information for various systems. For example, 

binding assays in which fluorophore properties will change upon binding giving reaction 

kinetics of the system. 

Combining FCS with fluorescent lifetime information, a further wealth of 

information is gathered allowing multiparameter fluorescence detection (MFD) analysis 
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(239,240) resulting in the conformational dynamics of a system to be determined over a 

broad timescale (241-244).  

 
 
Förster Resonance Energy Transfer (FRET) 

Förster Resonance Energy Transfer (FRET) occurs when two fluorophores 

interact through weakly-coupled dipoles which oscillate upon excitation, resulting in a 

nonradiative, translation of energy from one fluorophore to the other. Such energy can 

only move ‘downstream’, from a fluorophore with a higher energy gap, referred to as the 

donor, to a fluorophore with a lower energy gap, referred to as the acceptor. The energy 

levels of the fluorophores must be compatible such that the emission energy of the 

donor overlaps with the excitation energy of the acceptor (Figure 4.1B). 

Experimentally, FRET is measured by directly exciting the donor fluorophore, 

placing it within an excited energy state. The energy is then nonradiative transferred 

through an electric field which is generated by the oscillation of the dipole between the 

excited donor and ground state acceptor. This excites the ground state acceptor, placing it 

in a higher energy state. The acceptor can then decay back to the ground state through 

radiative or non-radiative methods (Figure 4.1A). Since FRET depends upon the dipole 

coupling of the fluorophores and resulting electric field, it can only occur within the near 

field zone of the electric field. In the near zone, 1 to 10 nanometers, the dipole is far 

enough away to ignore kinetic or collision effects, but close enough so that the electric 

field contribution can be ignored as well. 
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Figure 4.1 Explanation of FRET phenomenon and data representation. A) Jablonski 
diagram explaining the energy transfer during FRET. The donor is directly excited by a 
485nm laser, shown in blue. When FRET does not occur, the donor emits a photon, 
shown in green. If FRET does occur, the acceptor emits a photon, shown in red. B) 
Spectra overlap between the donor emission and acceptor excitation must be present in 
order for FRET to occur. C) Common visual of intensity-based FRET experiment. 
Several excitation-emission cycles are averaged to obtain the fraction of donor and 
acceptor photons detected over the entire course of the experiment (macrotime). D) 
Common visual of lifetime-based FRET experiment. As FRET occurs, the lifetime of the 
donor is decreased. Lifetime histograms are formed from combining each excitation-
emission cycle after the timing of the laser pulse (microtime).   
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FRET is a probabilistic phenomenon occur with a certain rate, 𝑘𝑘𝑇𝑇, depending 

upon the distance between the fluorophores. The rate of energy transfer is also referred to 

as the efficiency of energy transfer or FRET Efficiency, 𝐸𝐸. Measuring the FRET 

Efficiency allows for the distance between a donor and acceptor pair to be determined, 

typically with angstrom spacial resolution. Higher FRET Efficiencies correspond to 

closer distances, while a lower FRET Efficiency corresponds to further distances The 

FRET Efficiency and fluorophore distance, 𝑟𝑟𝐷𝐷𝐷𝐷, follow an inverse sixth power 

relationship. Because FRET Efficiencies are dependent upon the system conditions for 

detection, it is important to measure standards with known distances for proper 

calibration. This can be done using DNA FRET standards which contain known donor-

acceptor pair distances by using ridged DNA at known labeling sites to measure FRET 

(Figure 4.2). Since DNA is a rigid molecule, the distance between the donor and acceptor 

will remain constant for the entirety of the measurement and align along the static FRET 

line. The static FRET LINE is a given relationship between lifetime of the donor and 

FRET Efficiency that occurs when the donor-acceptor pair remain with a constant 

distance between each other and there are no dynamics (245).    
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Figure 4.2 Multiparameter Fluorescence Detection (MFD) data of DNA FRET 
Standards. Control measurement used for system calibration for data analysis. The black 
line correlates to the static FRET line.   
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FRET Efficiency can be determined using intensity-based or lifetime-based 

measurements. Intensity based measurements require the fluorescence intensity from a 

sample with only the donor present, 𝐼𝐼𝐷𝐷, and fluorescence intensity of the donor in the 

presence of acceptor, 𝐼𝐼𝐷𝐷𝐷𝐷. The donor intensity is used as a reference to refer to a situation 

in which no FRET occurs, giving a baseline for how the presence of acceptor leads to 

nonradiative energy transfer, which is assumed to be FRET based (Figure 4.1C). FRET 

Efficiency can also be found from the decrease in lifetime decay of the donor fluorophore 

leading in a lower donor lifetime (Figure 4.1D). In a similar manner to intensity-based 

FRET efficiency, the native donor lifetime is determined without acceptor present as a 

reference to determine the effect the acceptor has on the donor lifetime. 

(4.3) 

𝐸𝐸 =
1

1 + 1
𝑘𝑘𝑇𝑇 ∗ 𝜏𝜏𝐷𝐷

=
1

1 + �𝑟𝑟𝐷𝐷𝐷𝐷𝑅𝑅𝑜𝑜
�
6 = 1 −

𝐼𝐼𝐷𝐷𝐷𝐷
𝐼𝐼𝐷𝐷

= 1 −
𝜏𝜏𝐷𝐷𝐷𝐷
τD

 

FRET is a widely used phenomenon resulting in experiments to measure signaling, 

localization or probing as well as more complex experiments which use it for more 

accurate distance and dynamic measurements of proteins (246-251). There exist 

numerous commercial FRET fluorophore pairs. The magnitude of likelihood for FRET 

occurrence is based on the energy overlap and optical properties of the fluorophores. 

Thus, each FRET pair comes with their optimal measurement distances and Förster 

radius. The Förster radius, 𝑅𝑅𝑜𝑜, is the distance at the FRET Efficiency is 50% for the 

fluorophore pair. The Förster radius is based off independently measured parameters 

determined by 𝑅𝑅𝑜𝑜6 = 9(ln 10)𝜅𝜅2Φ𝐷𝐷𝐽𝐽𝜆𝜆

128𝜋𝜋5𝑛𝑛4𝑁𝑁𝐴𝐴
, where Φ𝐷𝐷 is the quantum yield of donor fluorescence, 
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𝑛𝑛 is the index of refraction of the surrounding solution, 𝜅𝜅 is dependent upon the geometry 

of the fluorophore dipole, and 𝐽𝐽𝜆𝜆 is dependent upon the spectral overlap between the 

donors emission and the acceptors excitation. It is important to note, 𝐽𝐽𝜆𝜆  is not directly 

found from the spectra overlay, but is defined as 𝐽𝐽𝜆𝜆 = ∫ 𝑓𝑓𝐷𝐷(𝜆𝜆) 𝜀𝜀𝐴𝐴(𝜆𝜆) 𝜆𝜆4 𝑑𝑑𝑑𝑑where 𝑓𝑓𝐷𝐷(𝜆𝜆) is 

the normalized fluorescence spectrum of donor, 𝜀𝜀𝐴𝐴(𝜆𝜆) is the molar extinction coefficient 

of the acceptor and 𝜆𝜆 is wavelength. 

There also exists a geometric relationship between donor and acceptor which 

affects energy transfer similar to how the orientation of a radio antenna would affect 

broadcasting. Here kappa, 𝜅𝜅 ,is introduced to account for the geometry of dipoles such 

that 𝜅𝜅 = �𝑑̂𝑑 ∙ 𝑎𝑎�� − 3�𝑑̂𝑑 ∙ 𝑟̂𝑟�(𝑟̂𝑟 ∙ 𝑎𝑎�) where 𝑑̂𝑑 and 𝑎𝑎� are the directions of the dipole moment 

of the donor and acceptor respectfully and 𝑟̂𝑟 is the direction from the donor to the 

acceptor. Kappa can assume values between zero and four. Obtaining accurate kappa 

values can be done using by measuring the fluorescence anisotropy to minimize errors in 

the determined distances (252), however this is difficult leading to many experiments 

assuming a kappa isotropic average of 2/3 based on the high dynamics within the linkers 

and fluorophores (253). The isotropic average works well when using long linkers to 

attach the fluorophores to the proteins, but larger errors occur when using short-linkers 

which restrict mobility. Therefore, longer linkers are advised for FRET experiments, lead 

to small experimental errors to a maximum of 7% when considering all uncertainties in 

the measurements (247).  
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CHAPTER FIVE 
 

PROJECT I: GluN2B DISORDERED C-TERMINAL TAIL  
AS A POLYMER MODEL 

 
 
Introduction 

Glutamate is the most abundant excitatory neurotransmitter within mammalian 

central nervous system. Glutamatergic signaling is the primary form of excitatory 

signaling, making it essential for sensory perception, motor control, cognitive functions, 

and behavioral traits. Glutamate signaling occurs by binding to and activating receptor 

molecules which include ion channels and metabotropic receptors. One such family of 

proteins involved in glutamatergic signaling is the mGluR family. mGluRs are a class of 

C Glutamate-protein-coupled receptors (GPCRs) which typically form dimers with a 

large bi-lobed extracellular domain which binds with glutamate (254,255).  

The C-terminal domain (CTD) is the largest domain of GluN2B, spanning 

residues 1259–1482, and is required for GluN2B regulation of N-methyl-d-aspartate 

receptors (NMDARs) (256). Deletion of the CTD of GluN2B is lethal resulting in the 

same effect as when the entire until is removed (257). The CTD contains multiple small 

binding and signaling cites (255,258). Phosphorylation is shown to affect CTD of 

GluN2B conformational dynamics (259,260). Experimental studies have determined that 

the CTD of the GluN2B subunit is an intrinsically disordered region (IDR) (258,261). 

The importance of GluN2B CTD combined with ligand influence on its dynamics makes 

it a great system to study IDRs including their dynamic behavior and large sampling of 
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configuration space. Continuing forward, N2B will be used to denote the CTD of 

GluN2B. 

IDRs are thought to be regions containing no secondary structure, moving as a 

polymer in solution. Low complexity IDRs have been modeled with a simple worm-like 

chain model (262). However, small changes, such as phosphorylation and the presence of 

ligands, can alter the dynamic behavior of IDRs while preserving their disordered state, 

often in unpredictable manners. The intracellular CTD of AMPA (α-amino-3-hydroxy-5-

methyl-4-isoxazolepropionic acid) keeps its disordered behavior when phosphorylated, 

but increases in rigidity (260). However, phosphorylation within N2B results in a general 

expansion of the region, resulting in more random coil-like behaviors (259).  Prolines are 

thought to drive disorder; thus, proline depletion should introduce some measure of order 

into a protein sequence. Often this is done by mutating proline-to-alanine and proline-to-

serine. Such a study on N2B shows proline-depleted constructs keep their disordered 

nature, but underlying dynamics are altered implying global rearrangement of the 

region’s sampled configuration (261 428).  

While N2B is classified as an IDR and ensemble measurements imply a globular, 

disordered state, single molecule Foster Resonance Energy Transfer (smFRET) 

measurements have shown stochastic conformational transitions on the second timescale 

(263). Such a result was surprising, implying IDRs sample a large number of 

conformational spaces rather than random disorder. It seems N2B moves between subsets 

of conformational states allowing it to keep its fast, disordered dynamics while 

stochastically altering the available conformational spaces on the second timescale. N2B 
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seems to ‘hop’ between conformational subsets, terming the phrase hop-diffusion (263). 

The slow rate of transition between subsets of conformational states implies a large 

energy barrier separating the subsets with low energy barriers between the local 

conformational states within the subset (264). Such a structure of the energy barrier is 

similar to structural glasses which have different energy state accessibility depending 

upon packing density. Other globular IDRs show similar dynamics and hop-diffusion 

conformational states, showing N2B is not unique (265).  

To better understand the hop-diffusion properties and structural dynamics of 

IDRs, N2B was taken as a sample IDR. smFRET measurements were taken with eight 

different labeling distances within N2B. N2B behavior was modeled with worm-like 

chain and elastic network models, giving insight into the regions inherent chain stiffness. 

 
 
Methods 

Protein Expression/Purification 

N2B plasmids were obtained from the Bowen Lab (Stony Brook University, 

Stony Brook, NY) where GluN2B (residues 1259–1482) from Rattus norvegicus was 

placed within the expression vector pPROEX HTB (ThermoFisher Scientific, Waltham, 

MA, USA), which imparts an N-terminal 6-His tag. To enable fluorescent labeling, native 

cysteines were mutated to serine through classic site-directed mutagenesis as confirmed 

by DNA sequencing, then cysteine mutations were introduced at the labeling location for 

each sample. Plasmids were expressed in the Rosetta strain of Escherichia coli 

(MilliporeSigma, Burlington, MA, USA). Expressed cells were grown in LB media 
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(10g/L Tryptone, 5g/L Yeast Extract, 10g/L NaCl) at 37*C with 225rpm shaking to an 

optical density at 600nm (OD) of 0.6, then induced with 1μM of IPTG and allowed to 

continue growth to an OD of 1.2. The cell pellet was resuspended in lysis buffer (8M 

Urea, 100mM PBS, 10mM Tris, 1mM BetaMe, pH 8.0) and sonicated to rupture cell 

wall. The supernatant underwent his-tag purification under denatured conditions using 

HisPur Ni-NTA Spin Columns (thermoscientific cat#: 88225). Purified proteins were 

then flash frozen with 10% glycerol until ready for fluorescent labeling.  

Labeling 

Purified N2B rebound to free Ni-NTA resin and resuspended to a concentration of 

approximately 10mg/mL for labeling. An equimolar ratio of Atto488 maleimide and 

Atto647N maleimide was added and left to head-over-tail rock overnight at 4*C within 

labeling buffer (50mM PBS, 500mM NaCl, 2M Urea, 1mM TCEP, pH 7.5) for random 

labeling. Unconjugated dye was removed by washing the resin beads with labeling 

buffer. Labeled protein samples were then eluted from the resin beads by addition of 

250mM Imidazole.  

Multiparameter Fluorescence Detection (MFD) 

Donor fluorophores were directly excited with a 485 nm laser at a power of 75 

µW, while acceptor fluorophores were directly excited with a 640 nm laser at a power of 

45 µW via pulsed interleaved excitation (PIE) (266). Emission was split into parallel and 

perpendicular polarization with respect to the excitation beam (267). Labeled samples 

were diluted to picomolar concentrations within measuring buffer (20mM PBS, 150mM 

NaCl, pH 7.5, charcoal filtered then 1mM TECEP and 20uM unlabeled protein) such that 
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~1 molecule per second was observed in the confocal volume. Samples were measured in 

NUNC chambers (Lab-Tek, Thermo Scientific, Germany) that were pre-treated with a 

solution of 0.01% Tween 20 (Thermo Scientific) in water for 30 min to minimize protein 

surface adsorption while measuring. The instrument response function (IRF) was 

obtained using carbon filtered water. The measuring buffer was used for background 

subtraction. Calibration experiments and data collection were as previously reported (Ma 

et al., 2017). 

Burst selection was performed using inter-photon arrival time traces to identify 

single molecules. Burst selection criteria were set such that each burst contained a 

minimum of 60 photons summed amongst all detection channels, with an inter-photon 

arrival time cutoff set to the mean minus two standard deviations as measured in the 

background. The donor fluorescence lifetime and the intensity-based FRET efficiency 

were calculated for each burst using a maximum-likelihood estimation algorithm 

(268,269). To ensure both fluorophores were present in each select burst used in MFD 

histograms, the cutoff values for the difference between observed burst duration in green 

and red channels under direct excitation of the corresponding fluorophores (|TGG-

TRR|<1ms) and the observed FRET stoichiometry (0.3<SPIE < 0.7) was used (268). 

 
 
Results and Discussion 

The FRET network (Figure 5.1), visual representation combination of all labeling 

sites, has overlapping sections and regions to help gain insight into averaging affects 

between labeled samples and extract information from overlapping regions. However, 
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due to the complexity of N2B dynamics, extracting information from overlapping regions 

was found to be more difficult than expected with common models and approaches not 

accurately representing the data set. Instead, an overview is provided explaining the 

differences between DMD simulations and experimentally determined results as well as 

comparisons to commonly used models for IDRs. 

Discrete Molecular Dynamics simulations were performed on N2B. Using 

Accessible Volume (AV) calculation on the simulation results probing of labeling 

location combinations can be sampled. AV simulations start by determining the volume 

available for the labeled fluorophore to sample based on the labeling location, linker 

properties, and fluorophore geometry. Using the mean distance between the AV of the 

donor and acceptors, the FRET Efficiencies between fluorophore labeling sites can be 

determined. A large sampling of various configurations is seen in agreement with the 

disordered nature of N2B (Figure 5.2). The AV results assisted in building an FRET 

network (Figure 5.1, Table 5.1) to sample different regions of N2B, leading to the elastic 

network that is used for modeling.    
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Figure 5.1 Diagram of FRET Network for N2B samples. The eight different N2B 
samples contain different labeling locations as specified by cysteine mutations. In this 
diagram, each sample is represented by a solid line which connects the labeling locations 
within that sample. Numbers along the outside of the circle denote the residue number of 
the labeling site. The break at the bottom of the circle denotes the start of the regions 
(1259 residue) and end of the region (1482 residue). 
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Sample Labeling Sites Distance Between 
(residues) 

a15 s1273c, s1288c 15 
a121 s1273c, c1394 121 
a140 s1273c, s1413c 140 
a172 s1273c, c1445 172 
b130 c1453, s1323c 130 
c100 s1353c, c1453 100 
c124 s1353c, s1477c 124 
d83 c1394, s1477c 83 

Table 5.1 Table of cysteine locations for fluorophore labeling. For all samples, native 
cysteines were mutated to serine, unless used for labeling as shown by c####. To 
introduce labeling sites, serine was mutated to cysteine, as shown by s####c. Where #### 
represents the full-length residue number.  
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Figure 5.2 FRET Efficiencies of N2B regions from DMD simulations. FRET 
Efficiencies are calculated using the root mean distance between labeling sites obtained 
from the fluorophore accessible volume (AV) calculations from DMD simulation results.  
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Multiparameter Fluorescence Detection (MFD) of N2B samples shows obvious 

populations off the right of the static FRET line (Figure 5.3). Such results indicate 

dynamic behaviors occurring within the samples. Dynamic population was future 

explored using time correlated single photon counting (TCSPC) data. Photon arrival 

times were used to create donor lifetime curves. The mono-exponential (Mono Exp) 

model was discarded for lifetime fitting, due to not fitting the data as seen in the residuals 

of the fit. The given lifetime changes seen within the donor seem to fit well with 

biexponential (Bi Exp) and the worm-like chain (WLC) model (Figure 5.4). However, the 

WLC model contains on free parameter, the persistence length, while the Bi Exp depends 

on three free parameters, two lifetime values and the ratio between the population. For 

this reason, the WLC model gives a more robust fit. Further examination of the χ2 values 

for the fits shows the WLC model gives better a slightly closer fit for the data set. Add 

the WLC modeling to the MFD histogram shows the modeling aligns well with the 

dynamics seen within the system (Figure 5.3 - blue line). This gives further evidence that 

the N2B samples show WLC behavior between the labeling sites.  
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Figure 5.3 Multiparameter Fluorescence Detection (MFD) data of N2B samples. The 
sample identifier is placed at the top, right of each plot. The 1D lifetime histogram is 
shown along the top, x-axis while the 1D FRET Efficiency histogram is shown along the 
right, y-axis for each sample. The static FRET line is shown by the solid black line while 
worm-like chain modeling is shown by the blue line. 
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Figure 5.4 Donor lifetime fits for each N2B sample. Time Correlated Single Photon 
Counting (TCSPC) gives lifetime histograms for each sample. Lifetime data has been 
normalized with background counts removed. IRF and raw data are shown in gray and 
light blue, respectively. Lifetimes were fits using a mono-exponential (Mono Exp - blue) 
and bi-exponential (Bi Exp - purple) lifetime model as well as worm-like chain model 
(WLC - black). Residuals for fitting are shown above the corresponding sample with the 
same colors as the models. χ2 for each fit are shown in the top right of each sample graph 
with the line color indicating the related fit.  
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Sample a15 a121 a140 a172 b130 c100 c124 d83 
Fit-Nbr 1 1 1 1 1 1 1 1 

b_1 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 
bg 8.146 2.43 46.278 4.589 56.346 3.144 4.405 11.184 
dt 0.016 0.016 0.016 0.016 0.016 0.016 0.016 0.016 
g 1 1 1 1 1 1 1 1 

l1 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 
l2 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 
lb 25.315 21.456 49.766 30 23.811 11.257 12.553 39.431 
n0 63824.2 31559.7 404966 36334.9 336296 41854.8 23720.8 104125 
r0 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 

rep 20 20 20 20 20 20 20 20 
rho_1 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 

sc 0.537 0.356 0.378 0.589 0.553 0.842 0.682 0.48 
start 0 0 0 0 0 0 0 0 
stop 65.504 65.504 65.504 65.504 65.504 65.504 65.504 65.504 
tBg 1 1 1 1 1 1 1 1 

tDead 85 85 85 85 85 85 85 85 
tL1 2.853 3.252 3.326 3.089 3.612 2.714 3.632 3.445 

tMeas 1 1 1 1 1 1 1 1 
ts -0.948 -0.88 -0.989 0 -0.624 -3.683 -0.269 -0.514 

win-
size 17 17 17 17 17 17 17 17 
xL1 1 1 1 1 1 1 1 1 

Chi2r 2.3384 1.6625 3.1339 2.2529 2.2082 3.0609 1.8421 2.1354 

Table 5.2 Fitting Parameters for Mono-Exponential Fit. Fits were done using ChiSurf. 
Bolded values were set as free parameters for fitting.  
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Sample a15 a121 a140 a172 b130 c100 c124 d83 
Fit-Nbr 1 1 1 1 1 1 1 1 

b_1 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 
bg 6.768 1.97 40.816 3.863 51.895 2.35 4.028 9.461 
dt 0.016 0.016 0.016 0.016 0.016 0.016 0.016 0.016 
g 1 1 1 1 1 1 1 1 

l1 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 
l2 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 
lb 12.209 9.543 36.14 138.11 18.64 13.291 11.7 35.154 
n0 79077.2 38478 470487 55345.8 371872 93201.4 29127.9 118717 
r0 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 

rep 20 20 20 20 20 20 20 20 
rho_1 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 

sc 0.356 0.235 0.267 0.298 0.46 0.203 0.495 0.366 
start 0 0 0 0 0 0 0 0 
stop 65.504 65.504 65.504 65.504 65.504 65.504 65.504 65.504 
tBg 1 1 1 1 1 1 1 1 

tDead 85 85 85 85 85 85 85 85 
tL1 3.399 3.43 3.7 3.621 3.857 3.325 3.799 3.868 
tL2 1.034 0.575 1.003 0.759 1.14 0.534 0.629 1.284 

tMeas 1 1 1 1 1 1 1 1 
ts -0.547 -0.486 -0.61 0 -0.42 -1.221 0.08 -0.161 

win-
size 17 17 17 17 17 17 17 17 
xL1 0.563 0.738 0.697 0.531 0.796 0.315 0.755 0.694 
xL2 0.437 0.262 0.303 0.469 0.204 0.685 0.245 0.306 

Chi2r 1.8513 1.5832 1.751 1.7372 1.6961 1.595 1.7993 1.794 

Table 5.3 Fitting Parameters for Bi-Exponential Fit. Fits were done using ChiSurf. 
Bolded values were set as free parameters for fitting.  
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Sample a15 a121 a140 a172 b130 c100 c124 d83 
Fit-Nbr 1 1 1 1 1 1 1 1 
R0 52 52 52 52 52 52 52 52 
R0 [A] 51 51 51 51 51 51 51 51 
bg 1.839 -0.277 39.016 3.832 48.910 2.278 4.002 9.318 
donly 0.154 0.328 0.325 0.157 0.411 0.055 0.827 0.434 
dt 0.016 0.016 0.016 0.016 0.016 0.016 0.016 0.016 
g 1 1 1 1 1 1 1 1 
kappa2 0.667 0.667 0.667 0.667 0.667 0.667 0.667 0.667 
l1 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 
l2 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037 
lb 3.055 3.060 34.132 20.100 21.080 13.851 11.599 34.099 
length 94 475.6 544 659.2 508 400 486.4 338.8 
link_ 
width 

6 6 6 6 6 6 6 6 

n0 76400 35074 453720 44085 396065 63588 27292 190376 
persis-
tence 

24.53 6.08 5.66 4.51 5.33 3.38 3.87 6.72 

r0 0.38 0.38 0.38 0.38 0.38 0.38 0.38 0.38 
rep 20 20 20 20 20 20 20 20 
sc 0.116 0.136 0.148 0.208 0.262 0.092 0.515 0.212 
start 0 0 0 0 0 0 0 0 
stop 65.52 65.52 65.52 65.52 65.52 65.52 65.52 65.52 
tBg 1 1 1 1 1 1 1 1 
tDead 85 85 85 85 85 85 85 85 
tL1 4.264 3.937 3.952 3.992 4.104 4.006 3.839 3.993 
tL2 1.671 1.382 1.243 1.506 1.468 1.568 1.130 1.672 
tMeas 1 1 1 1 1 1 1 1 
tau0 3.52 3.525 3.565 3.64 4.005 3.52 3.525 3.57 
ts 0.034 -0.469 -0.482 -0.581 0.00017 -1.715 0.025 0.092 
win-size 17 17 17 17 17 17 17 17 
xL1 0.783 0.829 0.857 0.876 0.889 0.840 0.827 0.818 
xL2 0.217 0.171 0.143 0.124 0.111 0.160 0.173 0.182 
Chi2r 1.9173 1.6068 1.7253 1.7444 1.7897 1.741 1.7925 1.7454 

Table 5.4 Fitting Parameters for Worm-like Chain model. Fits were done using 
ChiSurf. Bolded values were set as free parameters for fitting.  
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Sample 

Residues 
between 
Labeling 
Sites 

Region 
Length 
(A) 

Persistence 
Length (A) 

a15 15 94 24.53 
a121 121 475.6 6.08 
a140 140 544 5.66 
a172 172 659.2 4.51 
b130 130 508 5.33 
c100 100 400 3.38 
c124 124 486.4 3.84 
d83 83 338.8 6.72 

Table 5.5 Parameters for elastic network. Region length is dependent upon the number 
of residues between labeling locations. Persistence length is taken from worm-like chain 
fitting.  
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Segments Start AA End AA 

Start 1259 1273 

A 1273 1288 

B 1288 1323 

C 1323 1353 

D 1353 1394 

E 1394 1413 

F 1413 1445 

G 1445 1453 

H 1453 1477 

End 1477 1482 

Table 5.6 Segment regions for elastic model fitting. Segmented regions are created 
according to labeling locations and overlapping regions.  
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 However, when applying the elastic next work model, results remain inconsistent 

and not biologically relevant. Thus, while the labeled samples fit a WLC model, stiffness 

of overlapping regions cannot be extracted from the current data set using the spring in 

series model (eqn. (5.1)). For eqn. (5.1), all text variables represent the stiffness of that 

region. The lack of appropriate results for the spring in series model could be due to an 

averaging effect that occurs during measurements that alters results between overlapping 

regions.  

(5.1) 
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 Since the elastic network model does not appropriately fit the experimental 

results, further data analysis was done to determine what polymer models might more 

accurately fit the data set.  Polymers with a uniform stiffness will show persistence length 

that scales linearly with length of the polymer (270,271).  Exploring this concept (Figure 

5.5 N2B polymer modeling comparison. A) Semiflexible chain modeling fitting for 

N2B. The outlier from samples a15 (red) is excluded from fitting. B) Extended polymer 

modeling as depending upon FRET efficiency. A fully extended polymer (black) fits 

sample a15 (filled with red) but excludes the other samples. Experimental (orange) and 
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AV simulations (blue) show different trends with, neither of which fits the model.Figure 

5.5A), the N2B samples do not show a well-structured linear fit. Sample a15, with only a 

15 amino acid length, is an obvious outlier for the data set (shown in red). Due to its short 

nature, the sample is too short to accurately fit such polymer models. When the outlier is 

removed from the data set, the remaining samples give a stiffness of 0.118 with length 

being equivalent to the number of amino acids multiplied by the average length of an 

amino acid, 3.6 Å. 
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Figure 5.5 N2B polymer modeling comparison. A) Semiflexible chain modeling fitting 
for N2B. The outlier from samples a15 (red) is excluded from fitting. B) Extended 
polymer modeling as depending upon FRET efficiency. A fully extended polymer (black) 
fits sample a15 (filled with red) but excludes the other samples. Experimental (orange) 
and AV simulations (blue) show different trends with, neither of which fits the model.   
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Figure 5.6 Comparison of experimental and AV simulated mean FRET efficiency. 
Equal values are shown with the dashed, black line. 
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 Further, N2B does not fit a fully extended polymer model (Figure 5.5B). When 

using 3.6 Å for a fully extended protein region (black), only the shortest sample, a15, 

with only 15 amino acids fits the curve. Fitting the model with the length of an amino 

acid being a free parameter gives 0.365 Å and 0.538 Å as a single amino acid length for 

simulated and experimental data, respectively. This indicates the experimental results are 

showing a a larger measure of expansion than seen on the simulation. This result shows 

that N2B collapsed, agreeing with N2B being a globular IDR, as previously mentioned.  

Simulation data show higher FRET efficiency, thus closer distances, than seen in 

the experimental results (Figure 5.6). Looking into the discrete molecular dynamics 

(DMD) for N2B, briefly sampled many configurations, as expected for an IDR. However, 

there are very apparent secondary structures arising, unexpected for an IDR (Figure 5.7). 

The conformational states are very short lived, rapidly sampled giving N2B the fast 

dynamics as expected from disorder. The presence of second order structural 

configurations would explain why homogenous polymer models do not fit the system. 

Further evidence is shown by PONDR predictions where the majority of samples are on 

the borderline of order and disorder with values between 0.4 and 0.6 (Figure 5.8). As 

disorder increases, the persistence length is expected to decrease, but no clear trend is 

seen within the data set.  
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Figure 5.7 Sampled configurations of N2B from DMD simulation. These are only 
from the 12 largest clusters. 
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Figure 5.8 Persistence length compared to PONDR prediction. Outlier (red) is sample 
a15, only 15 amino acids in length. 
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Conclusion 

N2B is a disordered region with high dynamics. Data analysis on independent 

samples shows worm-like chain (WLC) modeling gives the most robust fitting for 

lifetime data and aligning nicely with the FRET populations along the 2D histogram, 

despite the elastic network model not working for the entire region. In contrast to 

traditional IDR models, N2B shows secondary structures during DMD simulations, but 

these structures are sampled rapidly with no appearance of a stable state. The presence of 

secondary structure could explain the discrepancy between polymer models, such as the 

elastic network, in terms of persistence length and labeling site distances dependencies. 

The addition of secondary structures would modify the persistence length due to the 

dependency upon secondary structures and interactions with persistence length. This 

results in the region between labeling sites not having a constant persistence length as 

expected for the elastic network model, but rather it is a combination of various 

contributions of secondary structure like states. However, worm-like chain modeling may 

fit individual samples well due to an averaging effect occurring along the secondary 

structures due to rapid movements which leads to features of the secondary structures 

becoming lost. These same averaging effects could explain the lack of relationship 

between disorder and persistence length between labeling sites, since more ordered 

regions would be predicted to have a higher persistence length due to the nature of alpha 

helix and beta sheet formations. Further experiments need to be completed to give further 

insight into such systems. 
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Overall, N2B is not a typical IDR. The basic worm-like chain modeling for N2B, 

which assumes N2B is a non-interacting polymer, does not appropriately fit the 

experimental data when all samples and overlapping regions are considered. The rapid 

sampling of secondary structures can be explained, as seen in the simulations, as 

numerous weak intrachain interactions. It is reasonable and rational that such a ‘polymer’ 

would have interactions with itself, as electrostatic forces, and the surrounding 

environment, as hydrophobicity affects. These weak interactions lead to a rough energy 

landscape, similar to that of an IDR (264). While the current understanding in the field is 

to treat IDPs as polymers, specifically worm-like chains, there is little being done to 

currently expand the polymer models to include long-distance electrostatic forces or 

secondary structures. The strength and overall contribution of these weak interactions is 

yet to be determined. However, these results show the need for a different manner of IDR 

modeling, one that considers rapid structure sampling, rather than only random coil 

interactions. 

 
Future Work 

Future experiments include varying the buffer conditions for N2B to try and 

determine the contributions from weak intramolecular interactions. Such experiments 

include increasing the salt concentration negating any self-interactions due to electric 

forces, adding a denaturant to remove any dynamic restrictions due to secondary 

structures, and adding a known ligands and binding partners for signaling to understand 

how binding for signaling play a role in dynamics and structure. Together, these results 
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allow a glimpse into understanding the dynamics and structure of intrinsically disordered 

proteins.  

Recent work has shown N2B can participate in phase separation (272). This is not 

surprising, since IDRs are predicted to drive phase separation. However, not all IDRs can 

phase separate, such as GluN2A CTD. Understanding the unique properties of N2B and 

comparing it to other IDRs that are known to phase separate may help identify other 

IDRs that contain unstable secondary structures. Further, biomolecular condensates are 

highly dependent upon environmental aspects. By understanding the influence of 

environment on a single IDR and how intramolecular forces are affected by environment, 

it can help understand how intermolecular forces can play a role biomolecular condensate 

formation. 
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CHAPTER SIX 
 

PROJECT II: GLUTAMINE DEPENDENCY ON BIOMOLECULAR  
CONDENSTATE STABLITY 

 
 
Introduction 

To function, the cell must have a system of organization and separation. 

Historically, this has been thought to occur within membraned organelles with specific 

cellular functions. Currently, it is known that such organization can occur without use of 

a membrane through the formation of biomolecular condensates (23,273). Biomolecular 

condensates offer several benefits for the cell including environmental response for 

signaling and regulation (29,48,49,274) as well as storage and organization (25,28,38,51). 

Biomolecular condensates have liquid like properties as seen from FRAP experiments 

(29,39,275-277) implying proteins forming biomolecular condensates remain highly 

dynamic within the condensate and participate in exchange with the surrounding cell 

cytoplasm (19, Wei, 2017 #82,23). Current evidence suggests biomolecular condensates 

form through a similar driving force as liquid-liquid phase separation where the protein 

are modeled as a polymer through Flory-Huggins theory.  

Many proteins that drive liquid-liquid phase separation contain low complexity 

(LC) intrinsically disordered regions (IDR) (36,41-44). Evidence shows that proteins 

containing IDR linkers between structured domains can form biomolecular condensates 

while leaving the structure domain largely intact (44-46), implying proteins with LC 

IDRs are possible candidates for BC formation. This is shown to be due to the multiple 

interaction locations within a single LC-IDR allowing for many dynamic, weak 
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interactions to occur at once, building a network that drives the proteins together into a 

liquid phase. This makes multivalence a major factor for biomolecular condensate 

formation and leading to the most promising modeling technique for biomolecular 

condensate formation prediction, the sticker-and-spacer model (44,47,53,113).  

Biomolecular condensates are highly important within the cellular nucleus 

involving proteins, DNA, and RNA (27,51,278,279) with the reoccurrence of Glutamine 

Rich (Qrich) regions, which are LC IDRs, often found within transcription factors, which 

are essential for cellular function. Typically, Qrich and long repeating glutamine regions 

(PolyQ) are associated with the formation of harmful aggregates through Beta-sheet 

interactions that lead to various diseases such as Huntington’s and neurological disorders. 

Recent studies have shown beta sheets may play a larger role than expected in 

biomolecular condensate formation and stability (108). This has led us to investigate 

Glutamine’s role and contribution to biomolecular condensate stability.  

The Flory-Huggins theory for mixing polymers is the main model used to predict 

phase separation for proteins (36,176). Proteins are modeled as polymers allowing for the 

Flory-Huggins interaction parameter for phase separation to be determined using the 

Flory-Huggins theory (180,182). The Flory-Huggins interaction parameter is a measure 

of the free energy of mixing for mixed solutions and accounts for enthalpic and entropic 

changes in solubility. Such modeling gives a good prediction for if a protein system will 

phase separate (176,178,182). The critical temperature gives a measure of biomolecular 

condensate stability as higher temperatures are required for the entropic forces to 

overcome the enthalpy. The Flory-Huggins theory only requires the volume fraction of 
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protein in the dense and dilute phases to build a phase diagram for phase separation, 

making it a simple model to use to predict phase separation based off several data points, 

rather than the multiple data points required to build an entire phase diagram curve.  

In this study, we use previously established coarse-grained models, simulated 

with LAMMPS (205) to predict biomolecular condensate formation at various 

temperatures for varying glutamine percentages within a 100 amino acid chain. Five 100 

amino acid regions are selected from Human Transcription factors containing 81%, 77%, 

65%, 54% and 40% glutamine. The wild type (WT) sequence along with three randomly 

scrambled sequences were coarse grained via amino acid, then simulated at varying 

temperatures to obtain a protein concentration within the dilute and dense phase. These 

protein concentrations are then used for Flory-Huggins modeling to predict the critical 

temperature and create a phase diagram for the sample. The dependency of glutamine 

percentage on biomolecular condensation formation and critical temperature are found to 

be indirectly related with higher glutamine percentages leading to lower critical 

temperature. This may be due to the manner of the sticker-spacer model where the 

addition of glutamine, typically modeled as a spacer, displaces other amino acids which 

act as stronger stickers. However, the aggregation of Qrich regions is not displayed 

within the simulations suggesting that the lower stability of a dense liquid phase may 

offer a lower liquid to solid energy barrier for higher Q regions, but that remains to be 

seen.   
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Methods 

Sample Selection 

UniProt was used to obtain a list of known human transcription factors. Since 

Qrich regions are not well defined, an in-house python script was used to determine the 

highest glutamine (Q) percentages for a 100 amino acid region of the proteins using a 

sliding 100 amino window for determination. Five different amino acid regions were 

selected based on varying glutamine percentages (Q%) within the sequence. Selection 

was done in a manner to encourage an even spread between the maximum Q% being 

81%, and a low cut off of 40% (Table 6.1). The original amino acid sequence, denoted by 

O, where scrambled randomly using an in-house python script. The first scramble, 

denoted by A, was scrambled again to obtain sequence B, which was scrambled again to 

obtain sequence C (Table 6.2). Samples are named with the letter of the scramble, 

followed by a two-digit number expressing the glutamine percentage for the region. 
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Percent Q Protein 
Code Protein Name Amino Acid 

Region 

40% Q9Y6Q9 Nuclear receptor coactivator 3 1208 – 1307 

54% G3V1P5 Mediator of RNA polymerase II 
transcription subunit 15 64 – 163 

65% O14686 Histone-lysine N-
methyltransferase 2D 3869 - 3968 

77% Q93074 Mediator of RNA polymerase II 
transcription subunit 12 2049 – 2148 

81% D3VVP5 Ubiquitinyl hydrolase 1 280 – 379 

Table 6.1 Protein regions selected for study. Each region is 100 amino acids in length 
with varying glutamine (Q) percentage.  
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Name Amino Acid Sequence 
O40 PMMQPQVSSQQGFLNAQMVAQRSRELLSHHFRQQRVAMMMQQQQQQQQQQQQQ

QQQQQQQQQQQQQQQQTQAFSPPPNVTASPSMDGLLAGPTMPQAPPQ 

A40 PQMQQSMRAQMQRQHAQMFQNFGTQVGQQPQSQNVAQTQQMPSLLQRGMQSQP
QDQQESQPQAFQQMQQPLPQSQLQAQQSQMQQPLQAQPPHRTAQQV 

B40 QNMNQQTQFQQQQHAALQGSPMMTPMLAQPQQMQMHSGQQLVQFAPAQSQPQQ
RQPTGSQFPVSVSPQMSQQQRQRQLVQQQQRAQQQPQQQMPADLEQQ 

C40 QAREPPQLAQMTQQQQRPQLQALHSPVQTMNVAQQQPPQHQSQQGLQPMSQQNQ
GQPQPASMVQMQVMQQQLDQQQFSQMAAQQQQQPQRMSFTQSRGFQ 

O54 LQQQQQQQQHLIKLHHQNQQQIQQQQQQLQRIAQLQLQQQQQQQQQQQQQQQQA
LQAQPPIQQPPMQQPQPPPSQALPQQLQQMHHTQHHQPPPQPQQPP 

A54 HPHHHQQQQPPAQQLPQIPHPQLLILMLPQQPQQQQATQQQMHQKAQQQQLQQQQ
QLQQPQPQLPQIHQQQQQQQPQLQQQQPAPQPQQRSQQNQIQQQQ 

B54 HQQLQQPAMQHKPPPQHQAQQQPQQMQNQPPLIQLQLPAQPQIQQQQQQQLQQLL
QQQRSQHQQILQQHAPQQQPQQHIQQTQHPPQQQQPLQQQQQQPQ 

C54 HQQQQQPQPHHPPQHHQPQIAQMQQIQQLLNAIQQQQQQQQLQPQQQQQSLQLQQ
LQQRQTQLQPQLHHAAQPQQPQKQMLQIPPQQQPPQPQPQQQQQQ 

O65 SMAGLSHLQQSLMSHSGQPKLSAQPMGSLQQLQQQQQLQQQQQLQQQQQQQLQQ
QQQLQQQQLQQQQQQQQLQQQQQQQLQQQQQQLQQQQQQQQQQFQQ 

A65 QQQQMLKQQALQLQQQQQQQQQQSQLQQQLQQQMQGQQQPQQQLLQQQQLQPQ
QGQQLQQQSSQQQQLQLQSQQQQQGLQSLQQHLQQQQAHQSMQQSFQ 

B65 QQLQQSLQQGQQQQQQQHQQQFLQQQQQSQQQQQQQSLGQQQQQQQQAQLPLQQ
QQQQQQSQMQQLQKSLQQQLSQLHQQQMMLPLQQQQQGLQQLQSQA 

C65 QQGPLQQMQSLQQQQQQLQLGQQQGQQAQQSQQQQQQQHQQQQQQQLQSQQLQ
QQQLQQQQLQQLMQALQQQQKPQQQQQQHQQSSQLQLQLMLQSSFQQ 

O77 PEQQQQQQQQQQQQQQQQQQQQQQQQQQYHIRQQQQQQILRQQQQQQQQQQQQ
QQQQQQQQQQQQQQHQQQQQQQAAPPQPQPQSQPQFQRQGLQQTQQQ 

A77 QQLQQQQPQQPQHQRPQQQQAQQQQPQQQQQQQQSQQQQQQQQFEHQQAQQQQ
QQPQQLQQQQQQQQQTQRQQQQQQQQQQQQQIQQQQQQQGYQPQRIQ 

B77 QQRQQQQQQQQQQQHQQQQQQPIQQQTQQQAGQQQQRQQAQQQQQLFQQQQHQ
QQPQQQQQQPQQQQQQQISQQQQQLQQQRQQQYQQQQPPEQQQQPQQ 

C77 QQQQQQQGQQQLQQQQAPPQQQQQQRQQYRSQQQQQQHQQRQQQQQQQQQQQQ
QQQQQQHIQQLQTQAQQQQQIQQQQFPEQQQQQQQQQQQQQQPQQPP 

O81 ELRKRREAYFEKQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQ
QQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQRDLSGQSS 

A81 QQQQQQRDQQLQQQQQQQQQQQQQQSAQQQQRQQQQQSEQFQQQGQQQQQKQQ
QQQQQEQEQQKQRQQQQQQQQQQSQQQQQQQQQQQQLQQYQQQQQQR 

B81 QQQQRQQQSQQQSQGQQQQQQLQQQQQKQQQQQASQFQQQQQDYQQQQQQQQE
QLRQQQQQQQQQQQQQQQQQQQQQQQQEQQQKQQQQQQRQQQQREQQ 

C81 QQQQQQQQQQQKQQQQQQRQQLQQQQQQQQQQQQQQLQEQQQQQGQQQQQQQ
QQQQQQRQQRQQRQQEQQQQFQEQDQKQQQQSQQQQQSQSQQQQQYAQ 

Table 6.2 List of sequences used for study. The samples are names from their scramble 
and glutamine percentage. O indicates the original sequence, while A, B, and C are 
scrambles from the original.  
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Simulations 

Due to the disordered nature of Qrich regions, only sequence information was 

used to create a coarse grain input file giving a starting location of amino acids for Large-

scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) (201) scripts. Using an 

in-house python script, one hundred identical chains of the selected 100 amino acid 

region were randomly placed, fully extended along z-axis, with a 200nm-by-200nm-by-

200nm box and the parameter input file including the amino acid intermolecular 

interaction parameters and temperatures for the simulation was created. For the initial 

input file, each amino acid was modeled as a bead with a specific mass, charge, and 

interaction parameters as previously described (Table 6.3) (184). 

LAMMPS force fields modeled electrostatic interactions using a Coulombic term 

with Debye-Huckel electrostatic screening (280) to account for implicit solution 

conditions such as salt levels. Amino acid interactions were modeled with hydrophobicity 

(λ) and sizing (σ) considerations using Ashbaugh-Hate functional form which has been 

shown to work well for disordered proteins (eqn. (6. 1)).  

(6. 1) 

Φ(𝑟𝑟) = �
Φ𝐿𝐿𝐿𝐿 + (1 − 𝜆𝜆)𝜖𝜖, if   𝑟𝑟 ≤ 21 6⁄ 𝜎𝜎

𝜆𝜆Φ𝐿𝐿𝐿𝐿, otherwise
 

Φ𝐿𝐿𝐿𝐿 = 4𝜖𝜖 ��
𝜎𝜎
𝑟𝑟
�
12
− �

𝜎𝜎
𝑟𝑟
�
6
� 
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Amino 
Acid 
Type Mass (amu) Charge σ (Å) λ 
ALA 71.08 0 5.04 0.730 
ARG 156.20 1 6.56 0.000 
ASN 114.10 0 5.68 0.432 
ASP 115.10 -1 5.58 0.378 
CYS 103.10 0 5.48 0.595 
GLN 128.10 0 6.02 0.514 
GLU 129.10 -1 5.92 0.459 
GLY 57.05 0 4.50 0.649 
HIS 139.10 0.5 6.08 0.514 
ILE 113.20 0 6.18 0.973 
LEU 113.20 0 6.18 0.973 
LYS 128.20 1 6.36 0.514 
MET 131.20 0 6.18 0.838 
PHE 147.20 0 6.36 1.000 
PRO 97.12 0 5.56 1.000 
SER 87.08 0 5.18 0.595 
THR 101.10 0 5.62 0.676 
TRP 186.20 0 6.78 0.946 
TYR 163.20 0 6.46 0.865 
VAL 99.07 0 5.86 0.892 

Table 6.3 Interaction parameters for LAMMPS simulation. Each amino acid has its 
own specified radius (σ), mass, charge, and hydrophobicity (λ) parameter used to 
calculate the force field. Values are the same as previously used (184). 
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Table 6.4 Interaction parameters between amino acids. Taken from (184). 
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LAMMPS simulations where run with 10 fs steps with implicated solvent 

considered by a dielectric constant of 80.0 representing water. Velocity assignment of 

amino acids is completed according to a Boltzmann distribution for the assigned 

temperature. All boundary conditions remain period over the course of the simulations. 

The LAMMPS steps are as follows and visualize in (Figure 6.1): 

1) Equilibration 

a. Since the initial input file has the amino acids as a fully extended 

polymer, the system is allowed to relax into a ‘native’ state. This is 

done over 50,000 time-steps under constant Number, Pressure, and 

Temperature (NVT) conditions with temperature of 150K.  

2) Compression 

a. After the amino acid chains have relaxed, the volume of the 

compressed over 25,000 time-steps, forcing the amino acid chains into 

a dense, compressed droplet at 150K. 

3) Expansion 

a. Still at 150K, the z-axis of the box is expanded to 100nm over 50,000 

time-steps to allow empty space in which the chain may expand into. 

Remaining at a low temperature shows slight droplet expansion, but all 

samples remained in a high density state with no chains drifting out of 

the droplet. 
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4) Temperature Increase 

a. At constant number and pressure conditions, the input temperature is 

linearly increased from 150K to the temperature of interest over 

100,000 time-steps. This is done by assigning new velocity 

magnitudes following a Boltzmann distribution every couple time 

steps. This ensures a graduate increase of temperature for the 

molecules and eliminates non-pressure errors caused by a sudden 

increase in temperature. During this stage, amino acid chains show 

increased dynamics as expected the associated velocity increase. The 

droplet expands and chain may disassociate with the droplet, creating a 

low-density phase.   

5) Equilibration 

a. The simulation continues running at the desired temperature under 

NVT conditions for another 2,500,000 time-steps, ensuring 

equilibrium is reached for the system. 

The simulations result in a thermodynamic dump file containing the potential 

energy, kinetic energy, temperature, box dimension in x, y, and z, as well as the pressure 

tensor for every 1,000 time-steps. This file is checked for stability, ensuring equilibrium 

of the system is reached. 
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Figure 6.1 Flow chart for LAMMPS simulation steps. Visualization of simulation steps 
are shown using VMD where each amino acid chain is colored differently. This example 
is from sample O65 at a temperature of 350K.  
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Obtaining Densities 

Every 1,000 time-steps all amino acid locations are recorded into an xtc file. The 

xtc file is loaded into Visual Molecular Dynamics (VMD) (281), which is used to visual 

the simulation, ensure all stages have completed as expected, and determine the density 

of chains along the z-axis using the add on plug in ‘Profile Density Tool’ (282). Profile 

Density Tool determines the density by slicing the xy-plane into 1nm even slabs along 

the z-axis and counting the amino acids within that region. The density of the last 2,000 

frames (2,000,000 time-steps) is then averaged for each slab giving a density profile of 

amino acid distribution along the z-axis. High- and low-density phase regions were 

manually selected and averaged to give the density for each phase. 

 
Data Fitting 

After the set of high- and low-densities at varying temperatures are obtained for 

each amino acid sequence, the densities are input into a python script for Flory-Huggins 

Phase Diagram fitting supplied by Brady (37). Brady’s script starts by converting the 

density within a phase, ρ, into the volume fraction of protein within the high- and low-

density phases. This is done by introducing a free parameter, γ, to represent the size of 

the protein such that the volume fraction, Φ, is given as   

(5.2) 
𝜙𝜙 =

𝜌𝜌
𝛾𝛾

 

The interactions parameter, χ, is a linear function with respect to inverse 

temperature (Chapter 3.3) such that 
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(5.3) 

𝛸𝛸 = 𝐴𝐴 +
𝐵𝐵
𝑇𝑇

 

Where A and B are sequence dependent parameters. Within coarse-grained simulations, 

the entropic contributions at absolute zero will be negligible, thus finding the best fitting 

for χ is when the y-intercept, A, is zero. Following the equilibrium condition, where the 

free energy function is concave, phase separation will occur resulting in the following 

relationship for the interaction parameter, allowing the free parameter γ to be determined 

(184) through the best linear for χ. 

(5.4) 

Χ = 𝐴𝐴 +
𝐵𝐵
𝑇𝑇

=

1
𝑁𝑁𝑝𝑝

ln �𝜙𝜙ℎ𝜙𝜙𝑙𝑙
� + 1

𝑁𝑁𝑠𝑠
ln �1 − 𝜙𝜙𝑙𝑙

1 − 𝜙𝜙ℎ
�

2(𝜙𝜙ℎ − 𝜙𝜙𝑙𝑙)
 

Here 𝑁𝑁1 and 𝑁𝑁2 are the number of lattice sites occupied by the protein (100) and solvent 

(1) respectively. 𝜙𝜙ℎ and 𝜙𝜙𝑙𝑙 are the volume fraction of the high- and low-density phases 

respectively. Phase diagrams are created by determining the coexistence phase locations, 

where the tangent lines are parallel for two points where the energy is minimized, along 

the free energy curves for varying temperature.  

The critical temperature was obtained by an independent manner through 3D 

Ising modeling (283). 3D Ising modeling was originally used to explain spin phases 

formations when magnetic fields are applied to a certain lattice structure. The model has 

since expanded to include different manners of phase separation including liquid-liquid 

phase separation. For this modeling 𝐼𝐼 is a sample dependent fitting parameter. For liquid-

liquid phase separation, simulation densities which contain a clear high- and low-density 
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are fit to the following equation. Simulations which resulted in a zero concentration for 

the low-density phase are excluded.  

(5.5) 
𝜌𝜌𝐻𝐻 − 𝜌𝜌𝐿𝐿 = 𝐼𝐼(𝑇𝑇𝑐𝑐 − 𝑇𝑇)0.325 

 
 
 
Results 

BLAST results within the Uniprot database resulting in a list of 3930 proteins 

after duplications were removed (Figure 6.2). The majority (86.7%) of transcription 

factors have a maximum of <15 glutamines within a 100 amnio acid region. Larger 

glutamine numbers appear to cluster around certain values showing a peak at 72 

glutamines in a 100 amnio acid region.  There are only seven human transcription factors 

that contain a region between 50 and 65 glutamines. Due to the sporadic clustering above 

40%, samples were taken above this region. All sequences are predicted to be disordered 

by PONDR with disorder increasing with increasing number of Q, except in the case of 

54%, which has the maximum average PONDR score (Figure 6.3).   
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Figure 6.2 Histogram of glutamine relevance within transcription factors. The largest 
number of glutamine residues within a one hundred amino acid was obtained for all 
human transcription factors with the Uniprot database. 
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Figure 6.3 PONDR predictions for the selected sequences. Panels are ordered, from 
left to right, in increasing glutamine percentage. The original sequence is shown in black 
with the sequence scrambles A, B, and C in blue, green, and yellow respectively. A gray 
line has been added to mark a PONDR score of 0.5, indicating a switch between 
predicted structed regions below and predicted disordered regions above. 
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O40 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1062.11 18.06 
290 0 0 691.03 8.73 
310 0 0 626.48 7.94 
330 2.52 1.81 542.67 10.21 
340 2.54 3.18 491.34 8.301 
350 8.51 2.81 436.13 13.81 
500 N/A N/A 199.28 6.42 

 
A40 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1064.17 47.02 
230 0 0 861.41 6.99 
250 0 0 805.14 9.78 
270 0 0 750.23 9.07 
290 0 0 684.49 15.10 
300 2.49 3.27 647.34 10.85 
305 2.47 2.35 629.25 16.13 
310 10.49 8.67 613.68 14.57 
315 17.04 8.30 595.17 16.72 
320 N/A N/A 541.30 32.03 
330 N/A N/A 540.84 13.42 
350 N/A N/A 540.93 11.40 
500 N/A N/A 540.93 6.26 

 
B40 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1071.67 29.00 
300 0 0 645.22 8.39 
310 0 0 612.52 10.61 
320 1.64 1.22 565.97 16.35 
330 3.03 3.05 526.55 12.71 
340 11.72 3.45 468.16 22.45 
360 N/A N/A 290.96 47.49 
484 N/A N/A 290.82 6.86 
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C40 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1065.88 26.23 
290 0 0 672.80 11.54 
310 2.86 1.85 595.99 8.51 
330 6.03 5.26 501.57 12.58 
340 8.68 4.82 423.70 17.11 
350 88.38 17.08 354.02 22.86 
500 N/A N/A 220.72 6.49 

 
O54 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1091.45 38.35 
290 0 0 714.89 16.00 
310 4.17 3.04 645.97 16.48 
320 0.23 0.68 602.21 21.48 
330 12.09 6.86 562.30 6.052 
350 N/A N/A 408.86 68.70 
500 N/A N/A 408.87 6.87 

 
A54 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1093.53 28.15 
290 0 0 697.80 10.11 
310 0 0 623.22 7.13 
330 1.32 1.39 528.34 13.95 
340 5.32 2.66 457.72 29.49 
350 78.84 66.42 435.04 15.97 
500 N/A N/A 233.31 5.19 
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B54 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1086.11 23.23 
290 0 0 705.15 8.22 
310 1.51 1.17 631.75 6.87 
330 4.41 1.63 546.55 11.35 
350 71.23 27.35 431.41 27.19 
500 N/A N/A 247.52 7.43 

 
C54 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1095.72 24.22 
290 0 0 703.21 9.93 
310 1.69 0.95 633.67 8.07 
330 6.44 1.46 549.14 11.20 
350 12.95 4.13 405.00 42.11 
500 N/A N/A 273.6789 6.52 

 
O65 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1086.94 22.99 
290 0 0 699.07 4.72 
310 0.76 1.14 627.54 5.14 
330 2.72 2.65 543.03 13.02 
350 51.41 14.73 425.80 16.37 
500 N/A N/A 237.06 5.65 

 
A65 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1079.26 28.80 
290 0 0 686.47 7.30 
310 1.73 1.55 615.45 8.35 
330 4.90 0.60 523.70 11.97 
350 18.87 3.89 360.31 52.72 
500 N/A N/A 252.95 6.78 
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B65 

Temperature (K) 

Dilute 
Density 

(mg/mL) 
Dilute Density 
Std (mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1069.53 26.88 
290 0 0 688.03 5.38 
310 0 0 614.69 10.08 
330 4.05 0.81 536.87 8.26 
340 4.96 1.68 475.99 13.35 
350 11.62 5.68 394.19 28.02 
500 N/A N/A 234.56 5.95 

 
C65 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1081.49 23.55 
290 0 0 683.83 7.90 
310 4.33 1.39 611.32 8.89 
330 8.11 2.34 529.42 10.21 
350 139.28 15.66 426.56 17.22 
500 N/A N/A 300.55 8.21 

 
O77 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1062.27 29.07 
280 0 0 611.14 11.90 
290 0 0 568.45 12.22 
300 12.05 4.64 504.41 10.85 
305 18.28 3.02 480.85 12.91 
310 22.69 11.84 415.17 44.50 
315 25.31 6.15 352.10 58.75 
320 N/A N/A 254.86 69.38 
330 N/A N/A 254.85 38.97 
350 N/A N/A 254.84 15.40 
500 N/A N/A 254.85 5.39 
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B77 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1057.68 17.25 
230 0 0 803.73 6.52 
250 0 0 731.48 10.12 
270 0.94 2.09 650.37 13.56 
290 3.18 1.37 547.72 20.01 
310 106.77 5.39 428.64 16.89 
330 N/A N/A 245.74 50.53 
350 N/A N/A 245.75 27.91 
500 N/A N/A 245.75 25.16 

 
C77 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1064.65 27.49 
250 0 0 741.28 8.56 
270 0.55 0.82 657.14 8.69 
280 2.08 1.20 613.61 10.48 
290 3.76 2.56 557.03 9.80 
300 6.05 9.20 509.50 14.58 
310 15.65 3.68 439.02 18.07 
330 N/A N/A 231.68 39.88 
350 N/A N/A 231.68 19.51 
500 N/A N/A 231.68 4.66 
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O81 
Temperature (K) Dilute 

Density 
(mg/mL) 

Dilute 
Density Std 
(mg/mL) 

Condensed 
Density 
(mg/mL) 

Condensed 
Density Std 
(mg/mL) 

150 0 0 1040.29 27.14 
210 0 0 822.81 4.72 
230 0 0 746.37 6.02 
250 0 0 664.21 9.52 
260 0 0 608.30 8.68 
270 3.14 1.39 557.87 8.35 
280 7.63 2.60 491.56 18.92 
290 12.176 3.68 427.13 13.76 
310 N/A N/A 236.86 28.89 
330 N/A N/A 236.85 15.81 
350 N/A N/A 236.85 10.70 
500 N/A N/A 236.85 5.31 

 
A81 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1029.31 24.15 
190 0 0 884.87 4.89 
210 0 0 812.83 5.27 
230 0 0 731.38 4.52 
250 0 0 642.73 8.10 
260 0 0 592.12 6.835 
265 3.34 1.18 565.69 9.02 
270 6.94 2.94 538.19 13.40 
275 3.01 2.95 498.35 15.83 
280 24.41 10.76 446.23 26.59 
290 80.36 16.70 353.53 43.70 
310 N/A N/A 233.22 19.49 
350 N/A N/A 233.21 9.60 
500 N/A N/A 233.21 5.26 
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B81 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1022.95 32.61 
190 0 0 888.59 8.71 
210 0 0 815.81 8.71 
230 0 0 740.86 7.94 
250 1.34 0.48 649.18 13.54 
260 2.05 0.43 602.65 8.23 
270 5.39 4.58 543.26 10.37 
280 12.61 3.02 468.36 23.82 
290 89.10 12.41 404.36 7.87 
310 N/A N/A 264.94 24.12 
330 N/A N/A 264.93 17.54 
350 N/A N/A 264.94 13.85 
500 N/A N/A 264.94 6.20 

 
C81 

Temperature (K) 

Dilute 
Density 

(mg/mL) 

Dilute 
Density Std 

(mg/mL) 

Condensed 
Density 

(mg/mL) 

Condensed 
Density Std 

(mg/mL) 
150 0 0 1033.88 24.75 
230 0 0 731.24 6.68 
250 0 0 640.02 9.61 
270 7.71 1.61 543.91 7.81 
275 3.93 2.26 527.62 14.70 
280 11.35 6.81 485.26 13.90 
285 9.48 2.11 443.32 20.76 
290 141.07 16.64 378.86 23.21 
310 N/A N/A 254.47 39.91 
330 N/A N/A 254.47 9.18 
350 N/A N/A 254.47 11.77 
500 N/A N/A 254.46 4.27 

Table 6.5 Density values from simulations. All simulated data points are supplied. N/A 
indicates that phase separation did not occur, thus there is only a single density phase.  
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Figure 6.4 Overall fitting results for all samples. Panels are ordered, from left to right, in 
increasing glutamine percentage. The original sequence is shown in black with the 
sequence scrambles A, B, and C in blue, green, and yellow respectively. A) Critical 
Temperature by Ising Modeling. The model is dictated by the solid fit line while data 
points are marked with closed circles. The predicted critical temperature is marked by a 
star for each sample. B) Interaction Parameter (χ) Fitting. Linear fits for the interaction 
parameter (χ) for Flory-Huggins model. The model is dictated by the solid fit line while 
data points are marked with circles. Closed circles indicate the data points used for 
fitting, while open circles indicate data points excluded from fitting. C) Phase Diagrams. 
Phase diagrams constructed by Flory-Huggins modeling. The model is dictated by the 
solid fit line while data points are marked with closed circles. 
  



 125 

 Sample with the same percentage of glutamine show similar data fits and critical 

temperatures for Ising Modeling and phase diagram fitting (Figure 6.4). This indicates 

scrambling of the sequence has little to no effect upon biomolecular condensate 

formation. Ising Model shows a good fit using the simulation results which contain a 

clear high- and low-density phase. Interaction parameter (χ) fitting was more difficult 

with some samples showing two regions of different linear fits depending upon the 

concentration of the low-density phase. Unfortunately, at low simulated temperature, a 

dense droplet form resulting in no diffusion out of the droplet. This results in a low-

density phase containing no protein chains. Since a zero value is not an acceptable value 

for χ fitting, 0.001 mg/mL was assigned for low-density phases with such a condition. 

This could have led to errors, thus were excluded from χ linear fitting. The resulting 

phase diagrams show a more rounded top, with higher critical temperatures and smaller 

low-density phase concentrations than seen in simulations. The fit for phase diagrams 

leans towards better fitting with the low-density phases than the high-density phases, 

possibly due to the zero concentration for the low-density phase that occurs at lower 

temperature. 
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Sample Q% 
Ising 
Model 
T_c (K)  

Fitting 
Param 
I 

Phase 
Diagram 
T_c (K) 

rho 
(mg/mL) dH dH std dS dS 

std Disorder 

A40 40 352.23 178.63 346.6 1800 222.542 46.416 -0.041 0.151 0.758 

B40 40 361.57 168.91 370.6 1636 224.357 44.864 0 0.136 0.810 

C40 40 353.66 175.56 371.6 1343 224.897 25.998 0 0.078 0.782 

O40 40 369.05 163.94 389.2 1311 235.449 50.629 0 0.149 0.704 

A54 54 358.62 176.35 376.6 1330 284.171 37.285 -0.15 0.116 0.931 

B54 54 358.59 179.88 373 1362 262.522 20.28 -0.099 0.064 0.909 

C54 54 361.91 175.46 358.4 1321 266.634 19.322 -0.107 0.061 0.936 

O54 54 362.94 176.92 373.4 1450 249.48 77.239 -0.063 0.248 0.859 

A65 65 357.93 174.66 363.4 1398 225.945 26.931 0 0.082 0.739 

B65 65 362.08 171.28 370.2 1436 229.285 37.574 0 0.111 0.815 

C65 65 354.5 178.27 388.8 980 374.981 65.1 -0.359 0.205 0.807 

O65 65 360.37 175.97 362 1658 282.849 35.879 -0.176 0.113 0.844 

A77 77 322.53 177.66 340.4 1241 207.478 7.385 0 0.026 0.854 

B77 77 315.16 189.25 341 1262 219.67 19.094 -0.039 0.072 0.868 

C77 77 324.18 178.24 333.6 1300 243.54 14.408 -0.125 0.051 0.890 

O77 77 320.62 185.5 317.4 1570 199.66 10.637 0 0.035 0.888 

A81 81 292.96 190.43 297.2 1600 208.602 7.208 -0.097 0.026 0.917 

B81 81 294.87 188.95 312.8 1308 189.37 8.702 0 0.032 0.885 

C81 81 291.8 208.74 307.8 1349 234.724 25.671 -0.157 0.096 0.822 

O81 81 304.02 174.83 317.8 1313 192.274 13.066 0 0.047 0.904 

Table 6.6 Fitting parameters and critical temperatures for 3D Ising modeling and 
phase diagrams.  
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Critical Temperature (K)  
Ising Modeling Phase Diagram Combined 

%Q Avg Std Avg Std Avg Std 
40 359.1 6.74 369.5 15.15 364.3 12.82 
54 360.5 1.94 370.4 7.04 365.4 7.13 
65 358.7 2.85 371.1 10.68 364.9 9.97 
77 320.6 3.40 333.1 9.52 326.9 9.49 
81 295.9 4.81 308.9 7.62 302.4 9.10 

Table 6.7 Critical Temperature Results. The critical temperature for each scramble was 
averaged together to give an average (Avg) critical temperature for Ising modeling and 
phase diagram fitting.  Combined is the combined average for both critical temperature 
methods. The standard deviation (Std) for each averaging is shown as well. All 
temperatures are in units of Kelvin. 
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Figure 6.5 Critical temperature values for Qrich regions. All error bars denote the 
standard deviation for averages. A) Comparison of critical temperature values obtained 
through phase diagram fitting compared to 3D Ising Modeling. Black line is added for 
matching values comparison. B) Average critical temperature for each glutamine 
percentage. C) Comparing Average Ponder Score for each glutamine percentage to the 
average critical temperature value, where the critical temperature is an average 
combining the Ising Model and Flory-Huggins fitting for the phase diagram.  
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When comparing the critical temperature obtain through 3D Ising modeling and 

phase diagram fitting, there is a constant offset with 3D Ising modeling giving lower 

critical temperature, closer to those seen for single phase temperatures obtained by the 

simulation (Figure 6.5A).  As the number of glutamines is increased, the critical 

temperature shows a decrease (Figure 6.5B), indicating addition of glutamine into the 

system decreases biomolecular condensate stability. There is no correlation between 

critical temperature and predicted disorder by PONDR (Figure 6.5C).  

 
 
Discussion and Conclusion 

Despite the initial assumption that increasing glutamine would promote phase 

separation thus assisting in biomolecular condensate stability, it is found that higher 

glutamine percentages result in critical temperature decreases. This could be due to the 

addition of glutamine displacing the other amino acids that act as stronger stickers for the 

sticker-spacer model, since glutamine is modeled as a spacer within the simulations. 

Biomolecular condensate stability is related to the critical temperature due to the 

relationship between temperature and entropy. An increase in temperature allows the 

entropy to overcome enthalpy. Thus, lower critical temperatures imply less entropy 

contributions are required to overcome the enthalpy that is driving phase separation. 

The 3D icing modeling shows better critical temperatures that relate to the 

simulations, while the Floyd Huggins model gives slightly larger critical temperatures 

than seen in the simulations. While the Floyd Huggins theory does not show accurate 

phase diagram fitting close to the critical temperature, the simulation result in a flatter top 
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to the phase diagram than the Flory Huggins fitting. This could be due to the simulation 

not appropriately capturing the nuances that occur as they approach the critical 

temperature or Flory Huggins modeling does correctly capture interactions that occur 

between proteins due to the complexity within intramolecular forces. 

By comparing the PONDR predictions for disorder to the obtained critical 

temperatures no correlation is seen. This implies that disorder is not the main driving 

force for phase separation. Other factors besides pure disorder must play a role. This 

agrees with the findings that not all disordered regions will promote phase separation and 

form biomolecular condensates. Therefore, increasing disorder does not necessarily 

increase the stability of biomolecular condensates. Comparing the expansion and 

intramolecular forces of IDPs that participate with biomolecular condensation could be 

enlightening.  

The known aggregation aspect of high glutamine regions is not seen or obtained 

by the simulations. This implies that the force field for such simulations is not 

considering aggregation type nature. Due to the lower stability of the liquid phase this 

implies there might be a lower energy barrier between the liquid to solid transitions for 

higher glutamine rich regions. However, simulations are not capturing or obtaining this 

transition. This may be due to the lack of secondary structure considerations when coarse 

graining by amino acids. Course green simulations which consider the secondary 

structure might lead to more accurate phase diagram predictions for prion-like domains 

and help explain how liquid-like states transition to more solid-like aggregates. This 

could be done by using a more rigorous coarse graining methods that take into 
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consideration the backbone of the protein as well as the attached functional groups. 

Further proof is shown with the higher Q-rich percentages. Such amino acid sequences 

should aggregate such as polyQ regions which lead to Huntington’s diseases when at the 

high concentrations occurring within the simulations. However, no such aggregation is 

seen within the simulations, with all samples eventually leading to a homogenous state 

once the critical temperature is reached.  

Overall, LAMMPS remains the standard for phase separation predictions, but 

modifications could be introduced to help understand how secondary structure, thus 

intramolecular forces, play a role in biomolecular formation. Evidence of this comes from 

the structural dependence for prions while understanding prion-like domains drive phase 

separation. Known prion behavior, such as aggregation, is not captured in the LAMMPS 

simulations. 
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CHAPTER SEVEN 
 

CONCLUDING REMARKS 
 

Biological systems require signaling to interrupt and react to outside, 

environmental stimuli. Signaling can take many forms, such as a change in protein 

configuration due to the presence of a binding ligand or density dependency on 

temperature as seen with biomolecular condensates. Cell signaling can be very complex, 

resulting in a cascade of various factors leading to the final cellular response. Obtaining 

the correct cellular response to outside environmental factors is essential for the 

continuation of life. All signaling requires a change in the state of the system, otherwise 

known as dynamics. Without dynamics, life ceases to exist. Dynamics and cell signaling 

remain at the core of this dissertation.  

Proteins have many different manners in which they interact. The C-terminal 

domain of GluN2B (N2B) appears disordered, due to fast dynamics as it samples 

numerous conformations. The sampled conformations are driven through self-interactions 

within N2B, known as intramolecular forces. N2B is thought to signal through glassy 

transitions states, a phenomenon which is not yet well understood, but of great 

importance to the biophysics field. Biomolecular condensates also have high 

dependencies upon environmental factors such as temperature and salt concentration. 

Biomolecular condensates are formed and stabilized by interactions between different 

proteins, showing the importance of intermolecular forces for biological systems. Since 

many biomolecular condensates are found to be formed by contributions of IDPs, the 
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balance between intra- and intermolecular forces is highly important, though not yet well 

understood.  

While polymer modeling is used throughout biophysics to model biomolecular 

condensate formation and IDPs it seems to be lacking for both models. Coarse grain 

polymer models, such as those used in LAMMPS, lack a consideration of secondary 

structures and protein backbone orientation. Secondary structures are highly important in 

regard to prion-like diseases and aggregation. Healthy and diseased prion proteins consist 

of the same amino acid sequence, thus will coarse grain in the same manner. Under the 

traditional coarse graining force fields, healthy and diseased prions will interact and 

respond in the same manner. Traditionally IDPs are thought to lack secondary structure, 

but Discrete Molecular Dynamic (DMD) simulations along with second time scale 

conformational changes seen in other experiments (264), shows this is not the case. By 

discarding secondary structure considerations, information is lost, including the 

importance of intramolecular interactions.   

Overall, protein models need to be created that consider both intramolecular and 

intermolecular interactions to fully understand signaling and dynamics of biological 

systems. The manner proteins interact with themselves will alter how they interact with 

the proteins around them and vice versa. Polymer modeling for IDPs needs to be 

advanced to take such manners into consideration. This can include electrostatic 

interactions and hydrophobic considerations. Such considerations are currently being 

applied, but the process is difficult and computationally heavy (284,285). Coarse grain 

models can drastically improve by increasing the coarse graining technique to include 
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backbone considerations. Such methods already exist for DNA (189,190,200) and are 

starting to become easier for proteins (286). While increasing the computational cost by 

increasing the decrease of freedom within the simulation, such considerations are 

required to fully understand and probe the dense system of biomolecular condensates. 

Such advances will also be useful in the field of protein aggregation.  
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Abstract 

While full-spectrum flow cytometry has increased antibody-based multiplexing, 

yet further increases remain potentially impactful. We recently proposed how 

fluorescence Multiplexing using Spectral Imaging and Combinatorics (MuSIC) could do 

so using tandem dyes and an oligo-based antibody labeling method. In this work, we 

found that such labeled antibodies had significantly lower signal intensity than 

conventionally-labeled antibodies in human cell experiments. To improve signal 

intensity, we tested moving the fluorophores from the original external (ext.) 5’ or 3’ end-

labeled orientation to internal (int.) fluorophore modifications. Cell-free 

spectrophotometer measurements showed a ~6-fold signal intensity increase of the new 

int. configuration compared to the previous ext. configuration. Time-resolved 

fluorescence spectroscopy and fluorescence correlation spectroscopy showed that ~3-

fold brightness difference is due to static quenching. Spectral flow cytometry 

experiments using peripheral blood mononuclear cells stained with anti-CD8 antibodies 

showed that int. MuSIC probe-labeled antibodies have signal intensity equal to or 

greater than conventionally-labeled antibodies with similar estimated proportion of CD8+ 

lymphocytes. The antibody labeling approach is general and can be broadly applied to 

many biological and diagnostic applications.  
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Introduction 

Fluorescent antibodies are an integral tool for biological and diagnostic 

applications1. One application for fluorescent antibodies is flow cytometry2. The use of 

fluorescent antibodies with conventional flow cytometers is restricted to typically 3-4 

markers, but up to ~10-15 markers have been reported2–4. The restriction is largely due 

to spectral overlap between fluorophores, limiting the number of analytes that can be 

reliably detected. Regardless, flow cytometry remains a useful platform as it is a cost-

effective, high-throughput, and non-destructive method for single-cell analysis5,6. Recent 

advances have led to full-spectrum flow cytometry (FSFC), which captures the entire 

fluorophore emission spectra, creating a unique spectral fingerprint for each 

fluorophore7,8. This allows fluorophores with similar peak emissions to be used in the 

same panel, so long as they have distinctive spectral signatures. FSFC has enabled the 

detection of up to 40 markers simultaneously9, but further multiplexing capabilities are 

stunted by the number of commercially available dyes that are compatible in a single 

panel. Moreover, FSFC is still far from the multiplexing capabilities of methods such as 

single-cell RNA sequencing, which has the ability to identify 100s-10,000s of 

markers10,11.  

The 40-plex FSFC panel largely relies on single-dye fluorescent antibodies, with 

relatively few tandem-dye fluorescent antibodies9. We recently developed Multiplexing 

using Spectral Imaging and Combinatorics (MuSIC), which uses combinations of 

currently available fluorophores to create spectrally-unique MuSIC probes12. MuSIC 

probe-labeled antibodies may expand the multiplexing capability for FSFC by providing 

new tandem probes. Previously, we proposed an oligo-based method for covalently 
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labeling antibodies with MuSIC probes (Fig 1A-B) and validated this method using spin 

column purification, absorbance measurements, and Protein A beads / spectral flow 

cytometry13. However, this method had yet to be tested on human cells. 

In the current study, we first applied our previous method to staining human 

peripheral blood mononuclear cells (PBMC). In doing so, we found significantly lower 

staining intensity compared to a conventional antibody labeling kit (Biotium Mix-n-Stain). 

Consequently, we hypothesized that a different oligo-fluorophore arrangement of the 

MuSIC probes, using internal fluorophore modifications rather than external fluorophore 

modifications, could increase the fluorescent signal intensity of MuSIC-probe labeled 

antibodies. Results showed that the new method with internal fluorophore modifications 

produced ~6-fold increase in fluorescent signal compared to the previous method. 

Biophysical characterization showed that ~3-fold of this difference is due to 

fluorescence static quenching. We then compared the internally modified MuSIC-probe 

labeled antibodies to conventionally labeled antibodies by staining PBMCs. Results 

showed that the new internal labeling method has ~2-fold increase in fluorescent signal 

over the conventionally labeled antibodies while having no significant difference in the 

estimated % of CD8+ lymphocytes. This increased fluorescent signal suggests the 

potential of MuSIC-probe labeled antibodies to add to the existing capabilities of FCFS, 

by providing new spectrally unique fluorescent antibodies with comparable intensity. 

Such antibodies are not restricted to FSFC but could be useful for other biomedical 

applications such as tissue heterogeneity studies with immunofluorescence imaging 

when spectral detection is available. 
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Methods 

Measuring fluorescent oligo emission spectra 

All oligos (Integrated DNA Technologies, Table 1) are resuspended in ddH20 at 

100 μM. In a black 96-well plate (Fisher Scientific Cat: 655900), 200 μmols of the 

fluorescent oligo(s) is added to the well and the volume is brought up to 50μl with PBS. 

The fluorescent emission spectra are gathered using a Synergy MX microplate reader 

(Biotek) with parameters set to a slit width of 9 nm, taking readings from the top, an 

excitation wavelength set to the maximum excitation wavelength for that fluorophore, 

and an emission wavelength starting 30 nm after the excitation wavelength (Table 2) 

and emission collected at every nm. The maximum emission intensity was used to 

quantify results in Fig. 2B.  

Labeling Antibodies 

Antibodies are conjugated as previously described13. In short, the antibody (CD8 

clone RPA-T8; Biolegend Cat: 301002) is incubated with DBCO-Peg5-NHS Ester 

(linker; 10mM in DMSO; Click Chemistry Tools Cat: 1378531-80-6) in 60 molar excess 

(10 μg of antibody and 2.8 μg of linker) for 30 minutes at room temperature. Post-

incubation, the excess linker is removed with Amicon Ultra 100 kDa molecular weight 

cut-off filters (Fisher Scientific Cat: UFC5100BK). The antibody-linker retentate is 

collected. Two oligo complexes are created using external (ext.) or internal (int.) 

fluorophore modifications. 

For externally-modified oligos, a 20 bp oligo with a 5’ fluorophore modification (5’ 

donor strand) and a 20 bp oligo with a 3’ fluorophore modification (3’ acceptor strand) 
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are co-hybridized to a 55 bp oligo with a 5’ azide modification (docking strand) 

(Integrated DNA Technologies, Table 1) in a 1:1:1 ratio (0.4 nmol of each oligo) to form 

the ext. oligo complex.  

For internally-modified oligos, a 15bp oligo with a 3’ azide modification (azide 

strand) and a 50 bp oligo with an internal fluorophore modification (int. acceptor strand) 

are co-hybridized to a 65 bp oligo with an internal fluorophore modification (int. donor 

strand) (Integrated DNA Technologies, Table 2) at a 1:1:1 ratio to one another (0.4 nmol 

of each oligo) to form the int. oligo complex.  

For each, oligo mixtures are incubated for five minutes at room temperature in 

the dark to allow for complex formation. These complexes (0.4 nmol of each oligo) are 

then added to the antibody-linker retentate at a 6-molar excess to the original 10 ug of 

antibody. The volume is brought up to 100 μl with PBS and incubated at 4°C overnight 

in the dark.  

Conventionally labeled antibodies are labeled as per the manufacturer’s 

instructions (Biotium, Cat: 92446). In short, CD8 antibodies are covalently labeled with 

CF488A dyes using the Biotium mix-n-stain kit.  

Preparing Peripheral Blood Mononuclear Cells  

Normal Peripheral Blood Mononuclear Cells (PBMCs) (Precision for Medicine; 

10M cells/vial) are thawed and counted with a hemacytometer. Cells are washed twice 

with cold (4oC) stain buffer (0.01 g/ml BSA in PBS) at 300 x g for 5 min. Post-wash, the 

cells are resuspended in cold stain buffer and divided into 100 μl aliquots containing 106 

cells.  
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Staining PBMCs 

In order to block non-specific Fc-mediated interaction,1 μg of normal Rabbit IgG 

(ThermoFisher Cat: 31235) is added to the cell sample and incubated for 10 minutes at 

room temperature. Conventionally, ext., and int. labeled-antibodies are made for 

staining using the protocols described above (10μg of antibody each); (1) CD8 (clone 

RPA-T8; Biolegend Cat: 301002) labeled with Atto488 ext. MuSIC probes, (2) CD8 

(clone RPA-T8; Biolegend Cat: 301002) labeled with Atto488 int. MuSIC probes, and (3) 

CD8 (clone RPA-T8; Biolegend Cat: 301002) labeled with CF488A (Biotium Cat: 

92446), Antibody concentration is adjusted to 0.25 ug/ul for each sample. The labeled 

CD8 antibody is added to the cell sample at the appropriate amount as per 

manufacturer’s recommendations (2μg CD8 antibody / 106 cells) and allowed to 

incubate in the dark for 20 minutes on ice. Post-incubation, cells are washed twice with 

1 ml of cold staining buffer at 300 x g for 5 min. The final cell pellet is resuspended in 

0.5 ml of cold staining buffer. 

Flow Cytometry 

Stained PBMC samples are analyzed using a Cytek Aurora spectral flow 

cytometer. First, unstained PBMCs are assayed with the events to record set to 10,000. 

The SpectroFlo software (Cytek) is used to gate single cells (lymphocytes, monocytes, 

and granulocytes) by forward and side scatter. We then further gate specifically over the 

lymphocyte population, as typical based on light scattering distributions14. Using these 

same settings, the stained cell samples are assayed. To compare fluorescence intensity 

between stained samples we calculate the median intensity of the positively stained 
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cells in the maximum emission channel (B2) using the Spectroflo software. Positively 

stained cells are defined as cells with a staining intensity above that of the unstained 

cell samples using a marker gate. 

Size Exclusion Chromatography / Multi-Angle Light Scattering (SEC-MALS) 

The purpose of SEC was to purify labeled antibody samples prepared as above 

to provide monomeric antibody conjugates for biophysical characterization below. The 

approximate retention behavior and molar mass determination of the SEC column and 

MALS detector (Agilent, AdvanceBio PL1180-3301) was estimated first using Bovine 

Serum Albumin at 0.5 mg/mL, 30 �� injection, and a 0.30 mL/min flowrate using a PBS 

mobile phase. The MALS instrument (Wyatt Technologies, DAWN 785nm) was 

normalized, aligned, and broadened using the main peak of the eluent BSA, 

corresponding to unaggregated BSA (~5 min retention time). The online concentration 

was determined using a refractive index detector (Wyatt Technologies, Optilab WREX-

08), and we assigned each sample a dn/dc of 0.185. We injected the labeled antibody 

solutions prepared as described above using the same conditions as the BSA 

experiment. As the approximate absolute molar mass determination via MALS indicated 

(Fig. S1), the chromatogram showed two distinct regions. Eluent corresponding to the 

first region between 2.5 and 3.5 minutes elution time had an approximate molar mass 

range of that expected for antibody-oligo conjugates (with a degree of labeling spectrum 

approximately between 1 and 6). This fraction was collected into vials and preserved for 

further analysis.  

Fluorescent Correlation Spectroscopy and Time-Resolved Fluorescence and 

Anisotropy 
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Freely diffusing samples diluted to sub-nM concentration were analyzed using a 

custom-built confocal microscope15. Samples were excited with a 485 nm pulsed diode 

laser (LDH-D-C-485, PicoQuant, Germany) operated at 40 MHz. The laser power at the 

objective was 141 µW. Emission was detected via two PMA detectors (PicoQuant, 

Germany), allowing for separation into parallel and perpendicular polarization 

components. A clean-up emission filter (ET525/50, Semrock) is placed before each 

detector. To ensure temporal data registration of the two synchronized emission 

channels, we used a HydraHarp 400 TCSPC module (PicoQuant, Germany) in Time-

Tagged Time-Resolved mode with a resolution of 1 ps. 

Samples were imaged in NUNC chambers (Lab-Tek, Thermo Scientific) that were pre-

coated with a solution of 0.01% Tween 20 (Thermo Scientific) in water for 30�min to 

minimize surface adsorption. Before measurements, chambers were rinsed with buffer 

to ensure clean measurements. The instrument response function (IRF) was found by 

measuring water while the protein-free buffer was used for background subtraction. 

Samples were diluted in charcoal-filtered PBS (10�mM sodium phosphate, pH 7.4, 

137�mM NaCl, 2.7 mM KCl) to ~500pM and measured for 2 minutes. 

Software correlations were fit with a 3-dimensional Gaussian with two triplet terms (Eq. 

1). The confocal geometric parameter (ωo) was determined using Rhodamine 110 as a 

standard. Diffusion time (tdiff), molecule count (N), baseline term (��), dark state times 

(��� and ���), and their corresponding fractions (���
 and ���

) were considered as free 

parameters. 
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Fluorescence lifetime and rotational correlation times for the samples were found by 

determining the minimum number of free parameters required to minimize the χ2. This 

was determined to be two fluorescence lifetimes and one rotational time for each 

sample. The comparison between parallel and perpendicular polarized light about the 

original laser pulse gives the time-resolved fluorescence anisotropy (r(t) – Eq. 2). The 

time-resolved anisotropy was fit to Eq. 3. 

���� � �
��������
�
�
���
��
����������
��
����������������
��
����������
�   (2) 

����� � ��� � ��� � �����
 �
��
� � �����
 �

��
�  (3) 

For lifetime fitting, the parallel and perpendicular components were combined using the 

G-factor (G=1.04) determined using Rhodamine 110 as a standard. Then the 

fluorescence decays were fit using Eq. 4 with two fluorescence lifetimes for minimizing 

χ2. Then Eq. 5 was used to determine the species average lifetime. 
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Results 

We previously developed a method for labeling antibodies with combinations of 

fluorophores (i.e. MuSIC probes)13. In short, an oligo complex containing fluorescent 

molecules is conjugated to the antibody via a DBCO-Peg5-NHS ester (referred to as the 

linker) (Fig 1A). Here the oligo complex is composed of a 20 bp oligo with a 5’ 

fluorophore modification (referred to as the 5’ donor strand) and a 20 bp oligo with a 3’ 

fluorophore modification (referred to as the 3’ acceptor strand) that are co-hybridized to 

a 55bp oligo with a 5’ azide modification (referred to as the docking strand) to form the 

externally labeled (ext.) oligo complex (Fig 1B). We previously demonstrated our ability 

to covalently label antibodies with MuSIC probes using this method and validated the 

labeling protocol with spin-column purification, absorbance measurements, and FSFC 

measurements with protein A beads bound to (i) Cy3, (ii) Tex615, and (iii) Cy3-Tex615 

ext. oligo labeled antibodies13.  

Since this method had only been validated using beads, we asked whether this 

method would work when staining peripheral blood mononuclear cells (PBMCs)? We 

created an ext. oligo complex using an Atto488 5’ donor strand and an Atto488 3’ 

acceptor strand as the MuSIC probe and conjugated it to anti-CD8 antibodies. For 

comparison, we used a commercially available Biotium Mix-n-Stain kit to conventionally 

label CD8 antibodies with CF488A dye, which is reported to have comparable 

fluorescent properties (excitation peak, emission peak, and brightness) to Atto48816. 

PBMCs were stained with each antibody batch and analyzed by FSFC. Results showed 

that the median signal intensity of cells stained with the ext. labeled MuSIC probe was 
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~2-fold (p-value=0.01) lower compared to cells stained with conventionally labeled 

antibodies (Fig 1C).  

We then asked how we can increase the signal intensity of MuSIC probe-labeled 

antibodies. We reasoned that the lower fluorescence signal was not due to the degree 

of labeling because it was previously calculated to be within the standard range13,17. 

Some degree of difference in signal intensity may be due to differences in dye 

properties between CF488A and Atto488, although as mentioned above, the dyes have 

similar characteristics. To investigate whether the docking strand and/or hybridization 

played a role, we examined the fluorescence emission intensity of Atto488 5’ donor 

strands and Atto488 3’ acceptor strands alone in solution and when co-hybridized to the 

docking strand (Fig 2A). We found that the hybridization of the 5’ donor and 3’ acceptor 

strands to the docking strand results in a significant decrease in fluorescent signal, as 

compared to the strands on their own.  

We further wondered whether this was a fluorophore-specific phenomenon or if it 

occurred for other fluorophores. Therefore, we compared the emission intensity with 

and without docking strand for 15 different fluorophore-conjugated 5’ donor strands and 

3’ acceptor strands (Fig 2B). Signal decreased with docking strand for all but five of the 

fluorophore-conjugated strands that were tested. Previous studies showed that there 

can be a significant change in fluorescence when oligo-strands containing an end-

fluorophore modification are hybridized to strands containing an overhang18, such as in 

our ext. oligo complex.   

These findings led us to hypothesize that if the fluorophores within the oligo 

complex had a different orientation, it could give an increased fluorescent signal. To test 
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this, we adjusted the configuration of the ext. oligo complex to contain oligos with 

internally (int) conjugated fluorophores. This new oligo complex consists of the 50 bp 

int. acceptor strand and a 15 bp azide strand which both co-hybridize to the 65 bp int. 

donor strand (Fig 3A). The purpose of a separate azide strand is to reduce the cost of 

oligo production, due to the increased difficulty of synthesizing an oligo with two 

modifications. The new donor and acceptor strands both have an internal fluorophore 

modification (int donor and int acceptor), rather than 5’ and 3’ end fluorophore 

modification, respectively. We then created int. and ext. oligo complexes (both using 

Atto488 conjugated strands) and measured their fluorescent emission spectra. We 

observed a ~6-fold fluorescent signal increase of the int. oligo complex compared to the 

ext. oligo complex in solution (Fig 3B).  

To understand the fluorescent signal differences between the int. oligo complex 

and ext. oligo complex, we used Time Resolve Fluorescence Spectroscopy (TRFs) and 

Fluorescence Correlation Spectroscopy (FCS) (Fig 4). We found that the ext. oligo 

complex undergoes more dynamic quenching than the int. oligo complex, as shown by 

the differences in the fluorescence decay, which can also be quantified using the 

species average lifetime (Fig 4A, Table 3). The ext. oligo complex also spends more 

time in the dark triplet state than the int. oligo complex, as shown by the differences in 

the correlation curves (Fig 4B, Table 3). Further, since FCS only monitors bright 

molecules, a single (bright) int. oligo complex is only 1.6 times brighter than an ext. oligo 

complex (Table 3). Considering the observed ~6-fold difference in intensity (Fig. 3B) 

but < 2-fold difference in the molecular brightness (Table 3) of the int. oligo complex 

relative to the ext. oligo complex, we conclude that ~3-fold difference in intensity is due 
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to static quenching in the ext. oligo complex. As expected, both oligo complexes show 

similar diffusion and rotational correlation times (Fig 4B and C). 

With this increase in signal intensity, we then asked how new int. MuSIC probe-

labeled antibodies would compare to conventionally labeled antibodies when staining 

PBMCs for estimation of specific cell type abundances. Similar to above, int. oligo 

complexes with Atto488 were conjugated to CD8 antibodies to create int. MuSIC probe-

labeled antibodies and CF488A was conjugated to CD8 antibodies using a Mix-n-stain 

kit to create the conventionally labeled antibodies. PBMCs were stained with each 

antibody batch and analyzed by FSFC. The signal intensity of cells stained with the int. 

labeled MuSIC probe was ~2 fold (p-value=0.03) higher compared to cells stained with 

conventionally labeled antibodies (Fig 5A). When comparing the % of CD8+ 

lymphocytes detected, we found no significant difference between the int. MuSIC probe-

labeled antibodies and conventionally labeled antibodies (Fig 5B). These results 

demonstrate that we were able to improve the design of MuSIC-probe labeled 

antibodies to increase the signal-to-noise ratio, with staining behavior comparable to 

conventionally labeled antibodies. 
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Discussion 

Here, we established a method to conjugate two fluorophores to an antibody and 

stain human cells with an increased signal intensity compared to our previous method 

and conventionally labeled antibodies, with accurate detection of % of CD8+ 

lymphocytes. This method builds on our previously established labeling protocol but 

introduces key modifications to the oligo-fluorophore arrangement of the MuSIC probe. 

By re-arranging the oligo complex to eliminate the use of 3’ or 5’ end fluorophore 

modifications, we observe a significant increase in fluorescent signal for Atto488. Given 

the prevalence of docking strand-induced signal decrease, we expect this result may 

often apply to other fluorophores. We used Time Resolve Fluorescence Spectroscopy 

and Fluorescence Correlation Spectroscopy to compare the old ext. oligo complex to 

the new int. oligo complex, finding that increased dynamic quenching and time in the 

dark triplet state explains the decreased fluorescence intensity of the ext. oligo complex. 

Using the new design, we stained human PBMCs and compared the signal intensity to 

that of conventionally labeled fluorescent antibodies, and observed a statistically 

significant increase in the resulting fluorescent signal without creating any significant 

differences in the % of CD8+ lymphocytes. 

To maximize the potential of this new increased intensity probe design, the next 

step will be to select different combinations of fluorophores to assemble a palette of 

spectrally unique antibody-conjugated MuSIC probes. Approaches to do so can include 

stimulation studies for compatibility using a workflow similar to that described in our 

previous work19, and then testing the highest-ranked fluorophore combinations 

experimentally.  For these simulations, the emission spectra of each possible MuSIC 
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probe is generated, and lists of MuSIC probes that are likely to be deconvolvable in a 

mixture are generated and ranked. This ranking provides prioritization for testing 

experimentally by measuring the emission spectra of mixtures of MuSIC probes and 

unmixing them to determine which MuSIC probes can be accurately demultiplexed.  

One major application of using MuSIC probe-labeled antibodies with FSFC can 

be cell-type profiling, which is the process by which a complex mixture of cell types, for 

example, from blood or tumors, are classified into the fractional composition of its 

components (e.g., neutrophils, natural killer cells, various types of T and B cells, etc.), 

based on classification of expression patterns (e.g., CD3 expressed or not)20. While 

there are 40 FSFC dyes available, very few of them are tandem dyes that can be used 

as uniquely identifiable markers, which limits the number of individual analytes that can 

be classified simultaneously. However, MuSIC probe-labeled antibodies could be used 

to expand the number of markers that can be detected by creating new combination 

fluorophore probes from the current dyes, to enhance current cell-type profiling efforts.  

FSFC has been previously paired with cell-type profiling to investigate the correlation 

between CD38 expression in macrophages and the predicted immune response to 

immune-checkpoint blockade therapy for hepatocellular carcinoma21. With a larger 

palette of compatible fluorescent tags, cell-type profiling efforts could expand further to 

look at an increased number of cell-type markers, for a more comprehensive view of a 

patient’s immune response to various treatments, or to complement other single cell 

profiling efforts22–24. 

Additionally, MuSIC probe-labeled antibodies can be applied to a broad range of 

biological and diagnostic applications that involve the detection of protein expression. 
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One of these applications can be for tissue imaging, such as recent highly multiplexed 

efforts25–30. If MuSIC probe-labeled antibodies can be combined with spectral imaging, 

this could allow for highly multiplexed, quantitative tissue imaging. One potential 

application is cancer, where increasing multiplexing capabilities could improve 

diagnostic potential by allowing for more tumor markers to be analyzed, thus leading to 

an increased mapping of tumor heterogeneity31. This could impact tumor detection, 

diagnosis, and treatment.  

Although here we focused on increasing the fluorescent signal of oligo-based 

probes, by titrating the fluorescent oligos, we can decrease the fluorescent signal to a 

desired level in a controllable manner. Tunable fluorescence intensity is useful; for 

example, in static light scattering experiments32, where the sensitive photodiode 

detectors are easily saturated. Here, they labeled BSA at varying concentrations of 

fluorescent oligos between 0.03 - 0.10 µM that fluoresced below the saturation limit of 

the detectors while still achieving desired intensity. Conventional labeling kits would 

have been too intense, and as most are single reaction use, they can be difficult to 

control compared to the reported oligo-based probes which offer the unique advantage 

of reduced, tailorable intensities. In their case, the intensity tunability of the probes 

enabled a more flexible experimental design capable of separating simultaneous 

fluorescence and light scattering signals. The tunability of oligo-based fluorescent probe 

intensity could also be beneficial for cell staining, where some epitopes may have such 

a high abundance that a reduced fluorescent signal is necessary.   

In addition to tunability for probe fluorescence intensity, the new int. oligo 

arrangement of these probes offers modulation of Förster Resonance Energy Transfer 
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(FRET) between fluorophore combinations on the donor and acceptor strands. By 

adjusting the distance (bp) between the two fluorophores, one can increase or decrease 

the FRET efficiency.  By adjusting the FRET efficiency of each combination, there is the 

potential to increase the number of possible probes even further by creating linearly 

independent combinations.   

We conclude that by using an oligo-based approach with internally-labeled 

fluorophores, we can increase the signal intensity of MuSIC-probe labeled antibodies. 

MuSIC probe-labeled antibodies may prove useful to increase multiplexing capabilities 

of full spectrum flow cytometry, and also more broadly where increased multiplexing at 

single-cell or sub-cellular resolution is needed, including cell-type profiling, tissue 

studies, and immunofluorescence imaging. 
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Tables 

Table 1: Sequences for the ext. and int. oligo complexes. 

 Component Sequence 
 
Ext. Oligo 
Complex 

Docking Strand 5′-azide-GTG TAG TTC AGG TCA AGA CAT CGT 
GCG ACC AGT CAG CAT GAG ACT CAT TGG TGC 
G-3′ 

5’ Donor 
Strand 

3′-C AAG TCC AGT TCT GTA GCA C-fluorophore-5′ 

3’ Acceptor 
Strand 

3′-fluorophore-CA GTC GTA CTC TGA GTA AC-5′ 

 
Int. Oligo 
Complex 

Azide Strand 3’-azide-CGT TAT GAA CCT GA 5’ 
Int. Donor 
Strand 

5’ GCA ATA CTT GGA CTA GTC TAG GCG AAC GTT 
TAA GGC GAT TCT TGT T-fluorophore-A CAA CTC 
CGA AAT AGG CCG 3’ 

Int. Acceptor 
Strand 

3’ CAG ATC CGC TTG CAA ATT CCG C-fluorophore- 
A GAG ACA AAT GTT GAG GCT TTA TCC GGC 5’ 
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Table 2: Fluorophore modifications for donor and acceptor strands with their 

corresponding excitation wavelength and emission start wavelength.  

Fluorophore 
Modification 

Excitation 
(nm) 

Emission 
(nm) 

6-FAM (Fluorescein)  490 520 
Atto 488  492 522 
Atto 532  524 554 
MAX (NHS Ester)  527 557 
Cy3 534 564 
Atto 550  545 575 
Tamra (NHS Ester)  553 583 
Atto 565  561 591 
ROX (NHS Ester)  578 608 
TEX 615  583 613 
Atto 590  594 624 
Atto 633 623 653 
Atto 647  632 662 
Cy5  638 668 
Cy5.5  676 706 
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Table 3: Fluorescence Correlation Spectroscopy, Time-Resolved Fluorescence 

and Anisotropy Parameters 

 Atto488 Ext. Oligo 
Complex 

Atto488 Int. Oligo Complex 

Overall Results 
Molecular Brightness 
(kHz/molecule) 

8.1 13.5 

Species Average Lifetime 
(����) (ns) 

2.58 3.05 

Diffusion coefficient 
(μm2/s) 

100 120 

Quantum Yield 50% 60% 
   
Time Resolved Fluorescence and Anisotropy Parameters 

A1 57% 68% 
t1 (ns) 4.0 4.0 

A2 43% 32% 
t 2 (ns) 0.76 0.92 

χ2  1.65 1.64 
Rotational Time (ps) 280 350 
 
Fluorescence Correlation Spectroscopy 

G0 1.00 1.00 
N 0.49 0.50 

tdiff (ms) 0.71 0.59 
ωo 4.73 4.73 
���

 0.28 0.26 
��� (μs) 2.4 0.9 
���

 0.13 0.082 
��� (ms) 0.19 0.088 

χ2 0.96 0.86 
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Abstract  
Since the Force Concept Inventory in 1992, many concept inventories have been developed to cover 
classical scientific fields. However, there is a lack of concept inventories for interdisciplinary fields, such 
as biophysics. We introduce a Biophysical Conceptual Inventory Survey (BCIS), a 20-question, multiple-
choice survey to measure student gains in biophysical concepts. The BCIS contains five question 
classifications: remember, understand, apply, analyze, and create as well as question concepts divided into 
primarily physics or primarily biology questions. We administered the BCIS to three cohorts of students 
over four years. Each cohort participated in a 10-week summer Research Experience for Undergraduates 
(REU) in biophysics. We compared the pre-survey (before REU) and post-survey (after REU) scores to 
determine the fraction of the maximum possible gain or loss realized. Our analysis of the results suggests 
that the BCIS shows no biases based on sex or ethnicity. Further, we used the BCIS to show that 69% of 
the REU participants showed gains in biophysics concepts, with majority of the total participant mean of 
gain occurring at the higher levels of Bloom’s Taxonomy: create and analyze. Overall, participants obtain 
slightly higher scores in physics (8% increase) than biology (5% increase) when comparing the pre- and 
post-scores. The COVID-19 pandemic allows a splitting of pre-pandemic and post-pandemic cohorts, with 
the post-pandemic cohort showing significantly larger gains than the pre-pandemic students. These results 
show the BCIS, with question classifications and concepts, probes the students’ ability to apply knowledge 
to various biophysical science topics without underlying biases and enables instructors to get answers to 
important questions about the effectiveness of their educational programs. The BCIS fills a gap for 
interdisciplinary concept inventories.  
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Introduction 

Concept inventories exist for traditional fields in science (1-3), technology (4,5), engineering (6,7), and 
mathematics (8,9), but there remains a gap for interdisciplinary fields such as biophysics. Concept 
inventories arise from the need to have metrics to determine the depth of common student 
misunderstandings in sciences. Multiple choice questions allow instructors a quick, easy-to-grade method 
of probing their classes for complex topics. Several studies have already shown the benefits and logic of 
concept inventories (10) and how they can be best applied (11-14). 

We developed a Biophysics Concept Inventory Survey (BCIS) to probe student learning across 
disciplines by generating 20 multiple-choice questions, which take an interdisciplinary approach to physics 
and biology. The BCIS contains five question classifications based on Bloom’s Taxonomy: remember, 
understand, apply, analyze, and create (13,14). The question classification allows the probing of students’ 
ability to apply biophysical concepts to various problems. Moreover, we classified the questions as either 
prominently probing physical or biological concepts. Results inform instructors in which concepts students 
struggle the most. We tested the BCIS for underlying biases using gathered demographic information, 
including sex and ethnicity of the REU participants. 

I. Scientific and Pedagogical Background 
Students have many incorrect ideas and misconceptions regarding science (15-17). Written exams and 

student interviews help determine these misconceptions, but they are long and take time to perform and 
analyze. In 1985, Halloun and Hestenes developed a multiple-choice concept inventory regarding the 
physics of motion to quickly determine student misconceptions (18). Questions for this survey were 
multiple choice, with one correct answer and several incorrect answers designed to distract. These distractor 
answers are designed from common misconceptions based on common student answers in written essays 
and student interviews (19). Shortly after the motion concept inventory, the force concept inventory was 
developed (20). The force concept inventory showed that students could recite Newton's third law but not 
apply it correctly. These early concept inventories led to an overturn of science education (10,12). 

Since the first release of concept inventories, particularly the force concept inventory, there have been 
several studies showing the benefits and logic of concept inventories and how they can be best applied 
(11,20-22). Multiple choice questions allow administrators a quick, easy-to-grade means of probing student 
learning in complex topics. Concept inventories serve as a valuable tool for assessing the level of student 
comprehension and misconceptions in the field of sciences. (17,23,24).  

Administrating concept inventories several times throughout a course allows instructors to determine 
student education progress during instruction. Typically, this change involves students doing better on the 
concept inventory after instruction showing an increase in score. The change in score gives a measure of 
how much information students gain after instruction. Often gain is the metric used to determine student 
advancement in a course. While there are ongoing discussions regarding the best way to calculate gain 
(25,26), gain is typically on a scale between zero and one, with a traditional, semester-long lecture course 
gives an average gain of ~0.25 (12).  

Halloun and Hestenes work helped guide the creation of future concept inventories giving way to 
numerous concept inventories in multiple disciplines including physics (20,21,27,28), chemistry (29,30) 
and biology (1,2,31-34). However, these concept inventories are very specific, often covering a single topic 
within a single discipline such as kinematics (27) or electrostatics (28) from physics and natural selection 
(2) from biology. There are several concept inventories for traditional fields, but there remains a lack of 
tools for measuring student learning and understanding in interdisciplinary fields such as biophysics. We 
developed a Biophysics Concept Inventory Survey (BCIS) to address this need. 

We developed the Biophysics Concept Inventory Survey (BCIS) to assess student understanding 
across disciplines by generating 20 multiple-choice questions that take an interdisciplinary approach to 
physics and biology. We wrote questions to be classified as primarily physics-based or primarily biology-
based topics to inform instructors which topics cause students to struggle. Physics questions are typical 
physics concepts, including diffusion, kinetics, force and energy, density, pressure, mechanics, 
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electrostatics and optics, applied to a biological system, such as switching a walking person in a kinetics 
question to a cargo vesical moving along a microtubule. Biology questions put core biological concepts in 
the front, including molecular biology, genetics, and biochemistry, with less emphasis on the physical 
properties of biomolecules. As guidance, we modified some questions from previously existing concept 
inventories. For example, one question comes from the force concept inventory (20) where the original 
question involving the forces between charges spheres. Our modified version creates the situation as 
proteins are embedded in a cellular membrane. Biology based questions came from general biology concept 
inventories with questions being definition based and mechanism driven.  

Additional design of the BCIS included considering Bloom's taxonomy of human cognition. We 
group each BCIS question into one of five classifications: remember, understand, apply, analyze, and create 
(13). These classifications enable instructors to probe students' ability to apply biophysical concepts at 
various cognition levels. It is not enough to repeat previous facts, but students should be able to use their 
knowledge to further their research and assist with troubleshooting. We want students to form problem-
solving and logic skills. Addressing the questionnaire as a ‘survey’ helps students answer honestly and 
address test anxiety (35,36). 

We calculated each participant’s gain or loss of knowledge and then averaged the gains and losses 
together for an average of gains. We tested the BCIS for biases against sex and ethnicity. There were no 
significant differences between sex or ethnicity. Our study was interrupted by the COVID-19 pandemic. 
This interruption allowed us a unique opportunity to demonstrate how the BCIS distinguished between pre- 
and post-pandemic cohorts. Our results, for the pilot REU group, imply the BCIS can be used to determine 
the change in student understanding and application over time using multiple-choice questions for quick 
and easy grading. Thus, the BCIS fulfills a need for interdisciplinary evaluations across biophysics courses. 

II. Methods and Statistical Tests 
A. Biophysics Concept Inventory Survey (BCIS) 

 The Biophysics Concept Inventory Survey (BCIS) consists of 20 - multiple choice questions with 
a single correct answer.  We used the force concept inventory (20) as example. For questions classified as 
primarily Physics, we use applications of physics concepts to biological systems. For example, instead of a 
charged particle, we used a charged DNA. Simple explanations were changed to have a biological context, 
such as changing a charged surface into a charged cellular membrane and making kinetic graphs related to 
movement within a cell or along a microtubule. Questions that are primarily Physics assess concepts on 
diffusion, kinetics, force and energy, density, pressure, mechanics, electrostatics, and optics. For questions 
classified as primarily Biology, we asked semiquantitative questions focused on Molecular Biology, 
Genetics and Biochemistry.  

Instructor’s access to the BCIS can be requested by filling out a google form with proof of 
instructors’ role (37).  
 

B. Research Experience for Undergraduates Sample Group 
As a pilot test, we administered the BCIS to 32 students from three cohorts of undergraduate 

researchers who participated in the NSF funded REU Site: “Nature's machinery through the prism of 
physics, biology, chemistry and engineering” at Clemson University. The REU committee, consisting of 
the Primary Investigators of the REU site, and a faculty mentor, screened the applications to satisfy the 
programmatic goals of equal participation from participants with background in biological sciences and 
from the physical sciences. For each cohort, the REU committee balanced participation from URMs, sex, 
and from non-research-intensive institutions. Final assignment to the project was equally weighted the 
participant’s interest and a final interview with the potential mentor. Recruitment was nationally, but with 
emphasis from the southeast. The participants came from 17 states, from private and public institutions of 
higher education ranging from primarily undergraduate institutions (PUI) to doctoral universities with very 
high research activity according to the Carnegie Classification. As part of their application, we gathered 
demographic information on the participants, such as sex and ethnicity. 
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 The first week of the REU program, undergraduate researchers participated in a "Biophysics 
Bootcamp." During Bootcamp, participants participated in approximately 13 hours of traditional lectures 
and 17 hours of laboratory work, including introduction to research lectures. Participants spent this first 
Bootcamp week becoming familiar with Clemson University's campus, socializing with each other, and 
learning essential research and basic laboratory skills, such as how to keep a laboratory notebook and 
research safety, among other required introductions before they enter a laboratory setting. Additionally, 
each cohort received training in basic experimental and computational tools following a designed theme. 
For example, in 2021, participants determined the 'size' of GFP by various means, including Fluorescent 
Correlation Spectroscopy, Size Exclusion Chromatography, Computational simulations using Visual 
Molecular Dynamics (38), and quantitative analysis of SDS-PAGE gels. After the Bootcamp participants 
wrote a report formatted as a Biophysical Journal article. This training helped participants understand 
experimental validation through many means and determine the differences (pros and cons) of different 
experimental designs.  

For the remaining 9 weeks of the REU program, participants worked on collaborative, 
interdisciplinary research projects in pairs, but with individual and unique project objectives, where one 
undergraduate researcher had an experimental focus, while the other had a computational aspect of the same 
problem; or one undergraduate researcher was in a physics laboratory and the other was doing the more 
biological aspects of the project. This approach allowed participants to build collaboration skills while 
gaining exposure to both experimental and computational approaches to research. 

To supplement their experience and aid in building their professional development skills (39,40), 
REU participants had weekly meetings with their cohorts at which they presented research updates 
including project design, background, and importance. Participants also met weekly for a journal club at 
which they took turns presenting recently published research articles relating to their project to encourage 
staying up-to-date on relevant research for their research topic and practicing critical reading of the 
literature. There were also weekly professional seminars given by experts at the university covering topics 
such as scientific writing, networking, and conflict resolution. At the end of the summer, undergraduate 
researchers participated in Clemson University’s Undergraduate Research Symposium. 

During the REU, participants did not have any traditional classroom instruction regarding the topics 
covered by the BCIS and participants were not quizzed or given traditional homework, such as problem 
sets. The BCIS was developed separately from the REU curriculum. Participants drove their learning by 
finding and reading the scientific literature, asking questions of those around them, and problem-solving 
on their research projects. Thus, this sampling is biased towards undergraduate researchers who participated 
in an interactive, experiential learning approach (22,41), instead of students who participated in a 
traditional, semester-long lecture course.  
 

C. Administration of the survey 
Participants took the BCIS upon arrival (pre-survey) to the REU site and upon departure (post-

survey). The question order remained the same for the pre-survey and post-survey to ensure the order of 
the question played no part in answer changes between the pre- and post-surveys. Access to the survey 
required a password and Respondus LockDown Browser to ensure the survey was given to all participants 
simultaneously with no outside resources. Participants had 35 minutes to answer the 20 questions.  
 

D. Matched Data  
We used matched data (42) for all analyses, allowing the consideration of participant demographics. 

Therefore, participant data calculations are completed for each individual and then pooled via demographics 
to form statistical groups.  
 

E. Fraction of Maximum Possible Gain Realized 
For each participant, we calculated the pre- and post-scores from the pre- and post-survey, 

respectively. Each question was weighted the same with typical grading procedures to determine the score; 
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the number of correctly answered questions was divided by the total number of questions to give a 
percentage answered correctly.  

Eq. (1) shows how we compared the pre- and post-scores for each participant to obtain a Gain, No 
Change, Loss (GNL) value. We calculated the Fraction of the Maximum Possible Gain Realized (gain) (12) 
for participants who scored higher on the post-survey than the pre-survey. For participants who scored 
lower on the post-survey than the pre-survey, we calculated the Maximum Possible Loss Forfeited (loss). 
While the concept of loss has been deliberated before (25,26), our loss calculation method is normalized 
regarding the percent of questions answered incorrectly compared to what was initially known. The 
participant is assigned a zero when the pre- and post-scores are identical, signaling no change. There were 
no participants who obtained a perfect score (100%) on the pre- or post-survey. Therefore, their gains, no 
change and loss are calculated as follows: 
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With a mean of GNL (Gain or G, No change or N, Loss or L) that is the weighted average of the three 
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The mean GNL method creates a scale from -1 (total loss) to 1 (total gain), where negative numbers 
represent loss and positive numbers represent gain. This method assists in averaging statistics and further 
data analysis.  
 

F. P-Values and Effect Size 
Participants were deidentified and grouped into different demographic groups: sex, 

underrepresented minority (URM) status, and college major as were self-reported by the participants. We 
calculated and considered Cohen's effect size (d, Eq. 3) (43-45) to compare between groups. The effect size 
shows the size of the shift between the pre- and post-scores. We opted for Cohen's effect size since it 
provides a good measure for smaller sampling sizes, and we have a total sample size of 32. The effect size 
is calculated by Eq. (3) where "PooledSTD" is the pooled standard deviation of all the pre- and post-survey 
scores. 

 
Post-Score Pre-Score

Effect Size = d
PooledSTD

−
= , (3) 

where the brackets “〈 〉” represent the mean. In this manner, an effect size of 0.2 is a small shift, 0.5 is a 
medium shift, and 0.8 is a large shift (43,46).  

Further, each demographic grouping was compared using Student’s t-test. For each t-test, we used 
normal quantile-quantile plots to ensure the sampling data distribution was close to normal. With such a 
small sampling size, a p-value may not be efficient for determining the differences between subgroups (47), 
but a combination of p-values and effect size allows a complete comparison between various subgroups for 
this study (48). We considered p-value < 0.10 to be statistically significant. 
 

G. Question Subject Percentages  
To determine the effect size regarding subject matter, questions of similar subjects were grouped 

together. Then the total mean and standard deviation for the pre- and post- responses were determined for 
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each group. This allowed the pooled standard deviation and effect size for each grouping to be 
determined.  
 

III. Results and Discussion 
A. The BCIS shows medium gains from REU participants 

Overall, the average BCIS scores increased by 7% from the pre-score (49.4% ± 14.2%) to the post-
score (56.4 ± 13.1%). With a pre-score of 50% (the mean pre-score is not statistically different from 50%, 
p-value = 0.8), the BCIS is easy enough for undergraduate students to feel confident while leaving enough 
room for students to achieve gain.  

We found that the 32 REU participants had a mean of gain, no change, loss (GNL) of 0.13 ± 0.18 
and an effect size of 0.51 with three groups: Gain with 22 participants, Loss with 6 participants, and No 
Change with 4 participants (Figure 1). Gain participants have a large effect size of 0.98 with a mean of 
gains 0.23 ± 0.11 (n = 22). Loss participants have a medium effect size of -0.40 with a mean of loss -0.15 
± 0.07 (n = 6).  
 

 

Figure 1 Overall Gain and Losses. The distribution of the 32 REU students’ gain or loss values shown in 
the horizontal violin chart where each point represents a student’s GNL score (green represents gain, gray 
represents no change, and red represents loss). The percentage and effect size (d) for each group can be 
found above the respective group. The horizontal bar chart below each group shows the mean with error 
bars representing the standard deviation for gain and loss groups. 

 
 The increase in gain and effect size may be attributed to interactive experimental learning and may 
not reflect a traditional lecture course (49,50). Many previous studies discard the students with losses(51). 
Here we decided to divide the gains and losses but show both groups (26). The 69% of participants benefited 
from the REU as assessed by the BCI with overall positive gains.  
 

B. The BCIS can identify students' weak and strong subjects 
We analyzed the BCIS results by question subject. While the questions are interdisciplinary, we 

classified each question as a principal biology subject (6 questions) or a physics subject (14 questions). 
Further, the questions address specific topics, including Kinetics, Mechanics, Force/Energy, Electrostatics, 
Density, Pressure, Diffusion, Optics for physics and Molecular Biology, Genetics, Biochemistry for 
biology. We compared the pre-survey and post-survey responses for each student to identify the topics that 
individual participants either better understand or continue to struggle with after instruction (Figure 2).  
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Figure 2 BCIS contains a variety of question categories that probe a breadth of physics and biology 
subjects. Bar graphs represent student gain or loss for each question, with labels indicating the main subject 
the question is covering. Students in dark green are marked as ‘Gain’, answering correctly only on the post-
survey. Students in light green are marked as ‘Unchanged Correct’, answering correctly on the pre- and 
post-survey. Students in light red are marked as ‘Unchanged Incorrect’ answered incorrectly on both the 
pre- and post-surveys. Students in dark red are marked as ‘Loss’, answering correctly on the pre-survey, 
but incorrectly on the post-survey. 

 
We found that the participants came in to the REU program already understanding biology subjects 

better than physics subjects, with 69% of answers correct for biology subject questions on the pre-survey 
compared to only 41% for physics subjects. Participants had a slightly larger effect size for physics (d = 
0.16) compared to biology (d = 0.12), but both show small shifts. A closer look showed participants shifted 
more on certain subjects than others. Within the physics group of questions, we found participants showed 
larger shifts in introductory physics concepts, like density (d = 0.58), forces/energy (d = 0.45), and kinetics 
(d = 0.31), with small negative shifts, denoting losses, in more advanced physics concepts, like electrostatics 
(d = -0.11), and pressure (d = -0.03). The small losses may be attributed to guessing, due to the nature of 
multiple-choice testing (52). We observe smaller changes regarding biology subjects. Biochemistry (d = 
0.27) showed the largest total change, with molecular biology (d = -0.05) showed a slight negative shift. 
 

C. The BCIS uses question classifications to assess participants' understanding 
Typical assessments only tend to probe student knowledge – their ability to repeat back information 

previously given. It is crucial to ensure that students can apply this knowledge. Thus, we designed the BCIS 
with questions across multiple levels of Bloom's Taxonomy of Educational Objectives (13,14) (Table 1).  
 

Table 1 Bloom’s Taxonomy: BCIS Question Classification Details 

Classification Number of 
Questions 

Description of Question 
Classification 

Remember 7 Recognizing and Recalling 
Information 

Understand 3 Interpreting, Explaining, 
Summarizing 

Apply 3 Applying rules, methods, or 
principles to new situations 
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Analyze 3 Classifying and understanding 
components parts within a system 

Create 4 Creating new connections and 
combining ideas 

Evaluate 0 Addressing controversies, forming 
opinions 

 
We found that the REU students showed nearly zero mean of GNL at the lower levels of Bloom's 

taxonomy: remember (0.06 ± 0.37), understand (0.06 ± 0.45) and apply (0.05 ± 0.43). However, we found 
considerable gains in create (0.22 ± 0.39) and analyze (0.23 ± 0.50) (Figure 3). We attribute these results 
to the active learning approach of the REU. The experience increased participants' ability to apply 
knowledge, particularly regarding creating new connections (create) and understanding how system parts 
fit together (analyze). However, without required reading, traditional problem sets, or classroom-based 
lectures, participant baseline remember showed no gain.  
 

 
Figure 3 The BCIS contains a variety of question categories that probe different levels of 
understanding. Violin plots show student gain for each question category. Each black dot represents a 
student. The box-whiskers plots inside the violin plots show the quartiles, with the white dot representing 
the median GNL. Effect size (d) is shown below the plots. 
 
 

D. This BCIS is non-bias for Sex and URM Status but shows a preference for College Major 
We pooled all REU cohorts by demographic information to test the BCIS for biases (53,54). We 

found no statistically significant differences in gain or loss corresponding to the participants' sex (two-tailed 
t-test, p-value = 0.90) or Under Represented Minority (URM) status (two-tailed t-test, p-value = 0.62). The 
effect size for sex was 0.41 for males and 0.61 for females, indicating that both groups showed medium 
gains from the REU (Figure 4A). The effect size for URM status was 0.67 for URM participants and 0.45 
for non-URM participants, indicating that both groups also showed medium gains from the REU (Figure 
4B). Additionally, this data supports the conclusion that the BCIS is not inherently biased based on gender 
or ethnicity. 
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Figure 4: The BCIS shows no bias for sex or URM. Pie charts show the distribution of student 
demographics based on (A) sex, (B) Under Represented Minority (URM) Status and (C) college major. 
Bar charts show the mean of the gain (positive) and loss (negative) with the error bars denoting standard 
deviation for each distribution. The effect size (d) is shown below for each demographic. Sample size for 
each group is denoted by ‘n =’ near the error bar for that group. The four students with no change are not 
shown in the bar charts.   

 
Further, we pooled the participants into their respective college majors: physical sciences (for 

participants majoring in physical sciences or engineering) or biological sciences (for participants majoring 
in any of the life sciences). Approximately two-thirds of participants have a biological sciences 
undergraduate major (Figure 4C). We found no statistically significant differences in Gain or Loss 
corresponding to the participant's major (two-tailed t-test, p-value = 0.45).  

However, the effect size is 0.71 for biological sciences showing large growth, while physical 
sciences only have an effect size of 0.29 showing small growth, which implies that biological science majors 
experienced bigger gains than physical science majors during the REU. This could be due to biological 
sciences lacking more physics knowledge than physical sciences lacking biology knowledge at the start of 
the program. 
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E. Example: COVID-19 Impact on Participant Gains 
We first administered the BCIS to REU participants in 2019; however, a worldwide pandemic 

interrupted and altered the study's course as safety concerns postponed the 2020 REU. We offered 
deferment to those participants we had accepted to the 2020 REU. Thus the 2021 REU cohort consisted of 
a mix of participants who were accepted pre-pandemic (2020; n = 7) and post-pandemic (2021; n = 8). Our 
analysis of survey data and conversations with participants revealed that the participants who had applied 
post-pandemic (in 2021 and 2022) lacked traditional laboratory courses that would have accompanied the 
introductory science courses at their home institutes, while those who had applied pre-pandemic (in 2019 
and 2020) had those lab courses. This distinction led us to divide the participant cohorts into "pre-pandemic" 
and "post-pandemic" groups.  

We found that the pre-pandemic group had a mean of GNL 0.07 ± 0.18 with an effect size of 0.35 
(n = 14), and the post-pandemic group had a mean of GNL 0.18 ± 0.18 with an effect size of 0.69 (n = 18). 
A comparison between the two groups showed they were significantly different (2-tailed t-test, p-value = 
0.09). These differences are explained by both larger gains (Fig 5A) and a greater fraction of students 
showing gain (Fig 5B) in the post-pandemic group. 

A more detailed inspection of this data using the question classifications (Figure 5C) shows 
similar, medium effect sizes indicating gain for both pre- and post-pandemic cohorts at the higher levels of 
Bloom's taxonomy: Create and Analyze. However, there are significant differences at the lower levels of 
Bloom’s taxonomy, with the pre-pandemic group showing negative effect sizes in Understand and 
Remember, implying a loss. In contrast, the post-pandemic group shows small, positive shifts in these 
classifications.  
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Figure 2 Applying the BCIS before and after the COVID-19 global pandemic suggest an increased 
benefit of experiential learning opportunities for post-pandemic REU students. (A)  Bar graph shows 
mean gain and loss for the pre- and post-pandemic cohorts, where the error bars are standard deviation. (B) 
Pie charts show fractions of the pre- and post-pandemic cohorts with gain and loss. The four students with 
no change are not shown in the bar charts. (C) In the violin plots, each student is represented by a point. 
The left side (blue) of each violin plot represents the pre-pandemic cohorts, while the right side (violet) of 
each violin plot represents the post-pandemic cohorts. The effect size (d) under each corresponding 
distribution shows the differences in the pre and post BCIS responses for each distribution. 

 
Together, these results show a distinction between pre-pandemic and post-pandemic cohorts, 

including a 21% increase in the number of participants who exhibited gain post-pandemic, larger effect 
sizes for questions classified lower Bloom’s taxonomy (understand, remember, apply) for post-pandemic 
participants, and an overall 0.34 increase in effect size and 0.11 increase in gains for post-pandemic 
compared to pre-pandemic. These results imply educational disruption has interfered with student 
education, but hands-on, active learning approaches, like summer REU experiential learning programs, may 
aid in recovery. They suggest that immersive lab experience benefits students, with the exposure helping 
return students to a better, pre-pandemic learning state. 
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IV. Conclusion 
The current concept inventories are lacking for interdisciplinary fields. To fill this gap, we created 

the Biophysics Concept Inventory Survey (BCIS). We administered the BCIS to 32 REU participants as a 
pilot group. By having different question classifications and subject material, we could better understand 
participants’ weak points, including second semester physics topics such as electrostatics, pressure and 
optics as well as applied biological subjects such as molecular biology. Additionally, the BCIS results 
suggest that experiential learning through an REU leads to higher means of GNL for at the higher end of 
Bloom’s Taxonomy (create and analyze) than at the lower end (remember and understand). Applying the 
BCIS to traditional lecture courses would be interesting, as we anticipate larger gains at the lower end of 
Bloom’s Taxonomy. For traditional semester-long (~16 weeks) courses, it is likely best to apply the BCIS 
three times: at the start of the semester, halfway through the semester, and at the end of the semester (55). 
The classification of questions by subject and Bloom’s taxonomy level allows instructor to determine what 
students are struggling with and adjust course direction at a midway point of a course.  

This study suggests that the surveys like the BCIS are useful tools to evaluate student gains in 
interdisciplinary courses and active learning experiences. However, our results are limited to a small 
number of REU participants. Therefore, we must administer it to more students for a larger sample size. 
After the BCIS is robustly tested on a larger sample size many potentials open up, such as (a) building a 
database of questions, (b) probing class progression at a midpoint (c) checking student’s pervious 
understanding of physics and biology with topic specific concept inventories. Instructors who want to apply 
this to their course or research program can request by contacting the authors of this study and filling out a 
google form with a proof of instructor’s role.  

In conclusion, the BCIS starts to fill the need for an interdisciplinary method of evaluating student 
progress in biophysics courses. It is unbiased in measuring interdisciplinary biology and physics 
understanding. It covers various subjects in physics and biology, allowing the understanding of students' 
weak points. Question classifications based on Bloom's Taxonomy grant the ability to understand students' 
level of knowledge and the ability to apply that knowledge. In our pilot study, we found apparent differences 
in performance on the BCIS between pre-pandemic and post-pandemic REU undergraduate researchers. In 
the future, we will expand the BCIS by adding an extensive databank of questions, enabling instructors to 
customize the balancing of the BCIS by classification, subject matter and question type. A databank would 
allow instructors to build a specialized concept inventory for their class, covering topics they find could be 
more relevant to specific needs. 
 

V. IRB Statement 
This work, which is classified as exempt under category 2 in accordance with federal regulations 45 

CFR 46.104(d), was carried out in accordance with the standards established by Clemson University. 
2018270 

 

VI. Author Contributions 
DL wrote the manuscript with revision by JA and HS. DL did the data analysis. JA and HS supervised 

the work and provided guidance to DL. JA and HS designed the BCIS. HS lead the administration of the 
BCIS to the REU participants. JA and HS are directors of the REU Site “Nature's machinery through the 
prism of physics, biology, chemistry and engineering” at Clemson. 
 

VII. Acknowledgments 
We thank Celeste Hackett for helping on the organization of the NSF funded REU Site: “Nature's 

machinery through the prism of physics, biology, chemistry and engineering”.  Special thanks to the 
Bootcamp teaching assistances of all cohorts for leading and modifying protocols to match the students’ 
needs: Zhenzhen Zhang, George Hamilton, Katherine Wentworth, Rajen Goutam, Subash Godar, Narendar 



 

Page 13 of 14 
 

Kolimi, Ashok Pabbathi, and Vincent Clanzy III. A large thanks to all the Primary Investigators and Guest 
Lectures who mentored the REU participants through their summer at Clemson.  

This research was supported by the National Science Foundation (NSF) award DBI-1757658 to Drs. 
Alper and Sanabria. Any opinions, findings, and conclusions or recommendations expressed in this 
material are those of the authors(s) and do not necessarily reflect the views of the NSF. The funders had 
no role in the design and conduct of the study; in the collection, analysis, and interpretation of the data; 
and in the preparation, review, or approval of the manuscript. 
 

References 

 
1. Smith, M. K., W. B. Wood, and J. K. Knight. 2008. The Genetics Concept Assessment: A New 

Concept Inventory for Gauging Student Understanding of Genetics. CBE—Life Sciences 
Education. 7(4):422-430, doi: 10.1187/cbe.08-08-0045, 
https://www.lifescied.org/doi/abs/10.1187/cbe.08-08-0045. 

2. Anderson, D. L., K. M. Fisher, and G. J. Norman. 2002. Development and evaluation of the 
conceptual inventory of natural selection. Journal of research in science teaching. 39(10):952-978. 

3. Evans, D. L., G. L. Gray, S. Krause, J. Martin, C. Midkiff, B. M. Notaros, M. Pavelich, D. Rancour, 
T. Reed-Rhoads, P. Steif, R. Streveler, and K. Wage (2003). Progress on concept inventory 
assessment tools. 33rd Annual Frontiers in Education, 2003. FIE 2003. 

4. Caceffo, R., S. Wolfman, K. S. Booth, and R. Azevedo (2016). Developing a Computer Science 
Concept Inventory for Introductory Programming. Proceedings of the 47th ACM Technical 
Symposium on Computing Science Education.  Association for Computing Machinery. 

5. Almstrum, V. L., P. B. Henderson, V. Harvey, C. Heeren, W. Marion, C. Riedesel, L.-K. Soh, and 
A. E. Tew (2006). Concept inventories in computer science for the topic discrete mathematics. 
Working group reports on ITiCSE on Innovation and technology in computer science education.  
Association for Computing Machinery. 

6. Krause, S., J. C. Decker, and R. Griffin (2003). Using a materials concept inventory to assess 
conceptual gain in introductory materials engineering courses. 33rd Annual Frontiers in Education, 
2003. FIE 2003. 

7. Prince, M., M. Vigeant, and K. Nottis. 2012. Development of the Heat and Energy Concept 
Inventory: Preliminary Results on the Prevalence and Persistence of Engineering Students' 
Misconceptions. Journal of Engineering Education. 101(3):412-438, doi: 
https://doi.org/10.1002/j.2168-9830.2012.tb00056.x, 
https://onlinelibrary.wiley.com/doi/abs/10.1002/j.2168-9830.2012.tb00056.x. 

8. Steif, P. S., and J. A. Dantzler. 2005. A Statics Concept Inventory: Development and Psychometric 
Analysis. Journal of Engineering Education. 94(4):363-371, doi: https://doi.org/10.1002/j.2168-
9830.2005.tb00864.x, https://onlinelibrary.wiley.com/doi/abs/10.1002/j.2168-
9830.2005.tb00864.x. 

9. Gleason, J., S. Bagley, M. Thomas, L. Rice, and D. White. 2019. The calculus concept inventory: 
a psychometric analysis and implications for use. International Journal of Mathematical Education 
in Science and Technology. 50(6):825-838, doi: 10.1080/0020739X.2018.1538466, 
https://doi.org/10.1080/0020739X.2018.1538466. 

10. Treagust, D. F. 1988. Development and use of diagnostic tests to evaluate students’ misconceptions 
in science. International Journal of Science Education. 10(2):159-169, doi: 
10.1080/0950069880100204, https://doi.org/10.1080/0950069880100204. 

11. Huffman, D., and P. Heller. 1995. What Does the Force Concept Inventory Actually Measure? The 
Physics Teacher. 33(3):138 - 143, doi: 10.1119/1.2344171. 

https://www.lifescied.org/doi/abs/10.1187/cbe.08-08-0045
https://doi.org/10.1002/j.2168-9830.2012.tb00056.x
https://onlinelibrary.wiley.com/doi/abs/10.1002/j.2168-9830.2012.tb00056.x
https://doi.org/10.1002/j.2168-9830.2005.tb00864.x
https://doi.org/10.1002/j.2168-9830.2005.tb00864.x
https://onlinelibrary.wiley.com/doi/abs/10.1002/j.2168-9830.2005.tb00864.x
https://onlinelibrary.wiley.com/doi/abs/10.1002/j.2168-9830.2005.tb00864.x
https://doi.org/10.1080/0020739X.2018.1538466
https://doi.org/10.1080/0950069880100204


 

Page 14 of 15 
 

12. Hake, R. 1998. Interactive-Engagement Versus Traditional Methods: A Six-Thousand-Student 
Survey of Mechanics Test Data for Introductory Physics Courses. American Journal of Physics - 
AMER J PHYS. 66, doi: 10.1119/1.18809. 

13. Bloom, B. S. 1956. Taxonomy of educational objectives: The classification of educational goals, 
1st ed. Longman Group, Harlow, Essex, England. 

14. Anderson, L. W., D. R. Krathwohl, and B. S. Bloom. 2001. A taxonomy for learning, teaching, and 
assessing : a revision of Bloom's taxonomy of educational objectives / editors, Lorin W. Anderson, 
David Krathwohl ; contributors, Peter W. Airasian ... [et al.]. Longman, New York. 

15. Soeharto, S., B. Csapó, E. Sarimanah, F. I. Dewi, and T. Sabri. 2019. A Review of Students’ 
Common Misconceptions in Science and Their Diagnostic Assessment Tools. Jurnal Pendidikan 
IPA Indonesia. 

16. Driver, R. 1981. Pupils’ Alternative Frameworks in Science. European Journal of Science 
Education. 3(1):93-101, doi: 10.1080/0140528810030109, 
https://doi.org/10.1080/0140528810030109. 

17. Linke, R. D., and M. I. Venz. 1978. Misconceptions in physical science among non-science 
background students. Research in Science Education. 8(1):183-193, doi: 10.1007/BF02558690, 
https://doi.org/10.1007/BF02558690. 

18. Halloun, I., and D. Hestenes. 1985. Common Sense Concepts About Motion. American Journal of 
Physics - AMER J PHYS. 53:1056-1065, doi: 10.1119/1.14031. 

19. Tamir, P. 1971. An Alternative Approach to The Construction of Multiple Choice Test Items. 
Journal of Biological Education. 5(6):305-307, doi: 10.1080/00219266.1971.9653728, 
https://doi.org/10.1080/00219266.1971.9653728. 

20. Hestenes, D., M. Wells, and G. Swackhamer. 1992. Force Concept Inventory. The Physics Teacher. 
30(3):141 - 158, doi: 10.1119/1.2343497. 

21. Thornton, R. K., and D. R. Sokoloff. 1998. Assessing student learning of Newton’s laws: The Force 
and Motion Conceptual Evaluation and the Evaluation of Active Learning Laboratory and Lecture 
Curricula. American Journal of Physics. 66(4):338 - 352, doi: 10.1119/1.18863. 

22. Korff, J. V., B. Archibeque, K. A. Gomez, T. Heckendorf, S. B. McKagan, E. C. Sayre, E. W. 
Schenk, C. Shepherd, and L. Sorell. 2016. Secondary analysis of teaching methods in introductory 
physics: A 50 k-student study. American Journal of Physics. 84(12):969-974, doi: 
10.1119/1.4964354, https://aapt.scitation.org/doi/abs/10.1119/1.4964354. 

23. Fensham, P. J., J. Garrard, and L. West. 1981. The use of cognitive mapping in teaching and 
learning strategies. Research in Science Education. 11(1):121-129, doi: 10.1007/BF02356775, 
https://doi.org/10.1007/BF02356775. 

24. Halloun, I. A., and D. Hestenes. 1985. The initial knowledge state of college physics students. 
American Journal of Physics. 53(11):1043-1055, doi: 10.1119/1.14030, 
https://doi.org/10.1119/1.14030. 

25. Marx, J. D. 2007. Normalized change. American Journal of Physics. 75(1):87-91, doi: 
10.1119/1.2372468. 

26. Miller, K., N. Lasry, O. Reshef, J. Dowd, I. Araujo, and E. Mazur (2010). Losing it: The Influence 
of Losses on Individuals' Normalized Gains. Physics Education Research Conference 2010. 

27. Beichner, R. 1994. Testing student interpretation of kinematics graphs. American Journal of 
Physics. 62(3):750 - 762, doi: 10.1119/1.17449. 

28. Ding, L., R. Chabay, B. Sherwood, and R. Beichner. 2006. Evaluating an electricity and magnetism 
assessment tool: Brief electricity and magnetism assessment. Physical Review Special Topics - 
Physics Education Research. 2(1):010105, doi: 10.1103/PhysRevSTPER.2.010105, 
https://link.aps.org/doi/10.1103/PhysRevSTPER.2.010105. 

29. Landis, C., G. Lisenky, J. Lorenz, K. Meeker, C. Wamser, and A. Ellis. 2000. Chemistry 
Conceptests: A Pathway to Interactive Classrooms. Prentice Hall, Upper Saddle River (NJ). 

30. Mulford, D. R., and W. R. Robinson. 2002. An Inventory for Alternate Conceptions among First-
Semester General Chemistry Students. Journal of Chemical Education. 79:739-744. 

https://doi.org/10.1080/0140528810030109
https://doi.org/10.1007/BF02558690
https://doi.org/10.1080/00219266.1971.9653728
https://aapt.scitation.org/doi/abs/10.1119/1.4964354
https://doi.org/10.1007/BF02356775
https://doi.org/10.1119/1.14030
https://link.aps.org/doi/10.1103/PhysRevSTPER.2.010105


 

Page 15 of 16 
 

31. Klymkowsky, M. W., and K. Garvin-Doxas. 2008. Recognizing student misconceptions through 
Ed's Tools and the Biology Concept Inventory. PLoS biology. 6(1):e3. 

32. Williams, K. S., K. M. Fisher, D. L. Anderson, M. U. Smith, and J. E. Lineback (2008). Using 
diagnostic test items to assess conceptual understanding of basic biology ideas: A plan for 
programmatic assessment. 

33. Odom, A. L., and L. H. Barrow. 1995. Development and application of a two‐tier diagnostic test 
measuring college biology students' understanding of diffusion and osmosis after a course of 
instruction. Journal of research in Science Teaching. 32(1):45-61. 

34. Nehm, R. H., and L. Reilly. 2007. Biology majors' knowledge and misconceptions of natural 
selection. BioScience. 57(3):263-272. 

35. Tryon, G. S. 1980. The Measurement and Treatment of Test Anxiety. Review of Educational 
Research. 50(2):343-372, doi: 10.3102/00346543050002343, 
https://journals.sagepub.com/doi/abs/10.3102/00346543050002343. 

36. Hembree, R. 1988. Correlates, Causes, Effects, and Treatment of Test Anxiety. Review of 
Educational Research. 58(1):47-77, doi: 10.3102/00346543058001047, 
https://journals.sagepub.com/doi/abs/10.3102/00346543058001047. 

37. Latham, D., J. Alper, and H. Sanabria. 2023. https://forms.gle/xsoHAQPyZe7XVFtm6 
38. Humphrey, W., A. Dalke, and K. Schulten. 1996. VMD: Visual molecular dynamics. Journal of 

Molecular Graphics. 14(1):33-38, doi: https://doi.org/10.1016/0263-7855(96)00018-5, 
https://www.sciencedirect.com/science/article/pii/0263785596000185. 

39. Linn, M. C., E. Palmer, A. Baranger, E. Gerard, and E. Stone. 2015. Undergraduate research 
experiences: Impacts and opportunities. Science. 347(6222):1261757, doi: 
doi:10.1126/science.1261757, https://www.science.org/doi/abs/10.1126/science.1261757. 

40. Lopatto, D., S. Tobias, C. o. U. Research, and R. C. f. S. Advancement. 2010. Science in Solution: 
The Impact of Undergraduate Research on Student Learning. Council on Undergraduate Research. 

41. Coletta, V. P., and J. A. Phillips. 2005. Interpreting FCI scores: Normalized gain, preinstruction 
scores, and scientific reasoning ability. American Journal of Physics. 73(12):1172-1182, doi: 
10.1119/1.2117109, https://aapt.scitation.org/doi/abs/10.1119/1.2117109. 

42. Cochran, W. G. 1968. The effectiveness of adjustment by subclassification in removing bias in 
observational studies. Biometrics. 24:295-313, doi: 10.2307/2528036. 

43. Cohen, J. 1988. Statistical power analysis for the behavioral sciences. Lawrence Erlbaum 
Associates, Inc. 

44. Cohen, J. 1992. A power primer. Psychological Bulletin. 112:155-159, doi: 10.1037/0033-
2909.112.1.155. 

45. Kelley, K., and K. J. Preacher. 2012. On effect size. Psychological Methods. 17:137-152, doi: 
10.1037/a0028086. 

46. Sawilowsky, S. S. 2009. New Effect Size Rules of Thumb. Journal of Modern Applied Statistical 
Methods. 8:26. 

47. Wasserstein, R. L., and N. A. Lazar. 2016. The ASA Statement on p-Values: Context, Process, and 
Purpose. The American Statistician. 70(2):129-133, doi: 10.1080/00031305.2016.1154108, 
https://doi.org/10.1080/00031305.2016.1154108. 

48. Nissen, J. M., R. M. Talbot, A. Nasim Thompson, and B. Van Dusen. 2018. Comparison of 
normalized gain and Cohen's $d$ for analyzing gains on concept inventories. Physical Review 
Physics Education Research. 14(1):010115, doi: 10.1103/PhysRevPhysEducRes.14.010115, 
https://link.aps.org/doi/10.1103/PhysRevPhysEducRes.14.010115. 

49. Lestari, I. F. 2021. Experiential learning using STEM approach in improving students’ problem 
solving ability. Journal of Physics: Conference Series. 1806(1):012005, doi: 10.1088/1742-
6596/1806/1/012005, https://dx.doi.org/10.1088/1742-6596/1806/1/012005. 

50. Khairati, K., W. Artika, M. A. Sarong, A. Abdullah, and H. Hasanuddin. 2021. Implementation of 
STEM-Based Experiential Learning to Improve Critical Thinking Skills on Ecosystem Materials. 

https://journals.sagepub.com/doi/abs/10.3102/00346543050002343
https://journals.sagepub.com/doi/abs/10.3102/00346543058001047
https://forms.gle/xsoHAQPyZe7XVFtm6
https://doi.org/10.1016/0263-7855(96)00018-5
https://www.sciencedirect.com/science/article/pii/0263785596000185
https://www.science.org/doi/abs/10.1126/science.1261757
https://aapt.scitation.org/doi/abs/10.1119/1.2117109
https://doi.org/10.1080/00031305.2016.1154108
https://link.aps.org/doi/10.1103/PhysRevPhysEducRes.14.010115
https://dx.doi.org/10.1088/1742-6596/1806/1/012005


 

Page 16 of 16 
 

Jurnal Penelitian Pendidikan IPA. 7(4):752-757, doi: 10.29303/jppipa.v7i4.850, 
https://jppipa.unram.ac.id/index.php/jppipa/article/view/850. 

51. Pérez García, M., C. J. Luxford, T. L. Windus, and T. Holme. 2016. A Quantum Chemistry Concept 
Inventory for Physical Chemistry Classes. Journal of Chemical Education. 93(4):605-612, doi: 
10.1021/acs.jchemed.5b00781, https://doi.org/10.1021/acs.jchemed.5b00781. 

52. Andrich, D., I. Marais, and S. Humphry. 2012. Using a Theorem by Andersen and the Dichotomous 
Rasch Model to Assess the Presence of Random Guessing in Multiple Choice Items. Journal of 
Educational and Behavioral Statistics. 37(3):417-442, http://www.jstor.org/stable/23256848. 

53. Oberai, H., and I. M. Anand. 2018. Unconscious Bias: Thinking Without Thinking. Human 
Resource Management International Digest. 26(6), doi: 10.1108/HRMID-05-2018-0102. 

54. Dee, T., and S. Gershenson (2017). Unconscious Bias in the Classroom: Evidence and 
Opportunities.  Stanford Center for Education Policy Analysis. 

55. Lee, U. J., G. C. Sbeglia, M. Ha, S. J. Finch, and R. H. Nehm. 2015. Clicker Score Trajectories and 
Concept Inventory Scores as Predictors for Early Warning Systems for Large STEM Classes. 
Journal of Science Education and Technology. 24(6):848-860, doi: 10.1007/s10956-015-9568-2, 
https://doi.org/10.1007/s10956-015-9568-2. 

 

https://jppipa.unram.ac.id/index.php/jppipa/article/view/850
https://doi.org/10.1021/acs.jchemed.5b00781
http://www.jstor.org/stable/23256848
https://doi.org/10.1007/s10956-015-9568-2


 185 

Appendix C 

Unraveling protein’s structural dynamics: from configurational dynamics  

to ensemble switching guides functional mesoscale assemblies 



Unraveling protein’s structural dynamics: from
configurational dynamics to ensemble switching guides
functional mesoscale assemblies
Exequiel Medina1,2, Danielle R. Latham2 and Hugo Sanabria2

Evidence regarding protein structure and function manifest the

imperative role that dynamics play in proteins, underlining

reconsideration of the unanimated sequence-to-structure-to-

function paradigm. Structural dynamics portray a

heterogeneous energy landscape described by conformational

ensembles where each structural representation can be

responsible for unique functions or enable macromolecular

assemblies. Using the human p27/Cdk2/Cyclin A ternary

complex as an example, we highlight the vital role of

intramolecular and intermolecular dynamics for target

recognition, binding, and inhibition as a critical modulator of cell

division. Rapidly sampling configurations is critical for the

population of different conformational ensembles encoding

functional roles. To garner this knowledge, we present how the

integration of (sub)ensemble and single-molecule fluorescence

spectroscopy with molecular dynamic simulations can

characterize structural dynamics linking the heterogeneous

ensembles to function. The incorporation of dynamics into the

sequence-to-structure-to-function paradigm promises to

assist in tackling various challenges, including understanding

the formation and regulation of mesoscale assemblies inside

cells.
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Introduction
From sequence to ensemble(s) and function(s)

Proteins have a widespread and crucial role in maintain-

ing the cell’s metabolism, impacting almost every meta-

bolic process to ensure survival and evolution. Since the

first three-dimensional description of a protein at atomic

resolution obtained by Perutz in 1960 [1], the unanimated

vision of a protein has led to the well-known sequence-to-

structure-to-function paradigm. However, the classical

textbook paradigm largely disregards the relevance of

dynamical processes between these conformations; due

to their inherent thermal fluctuations and chain flexibil-

ity, proteins continuously explore different configura-

tions, reaching the accumulation of structural conforma-

tions that define the whole structural ensemble

(Figure 1a). Then, dynamics not only allow reproducing

what we observe as the native state, but also characterizes

the proteins’ function(s), properties, and regulation.

Using his seminal experimental findings, Anfinsen indi-

rectly described the first evidence of inherent dynamics in

the folding of a protein [2]. Building on that view,

Levinthal [3], and later Wolynes [4], suggested that

specific topological constraints from the amino acid chain

must guide folding to satisfy the timescales typically

observed in vitro and in vivo. The minimally-frustrated

nature of proteins allows them to rapidly explore several

short-lived configurations with high structural entropy

and low transition energy barriers. Increasing the ener-

getic barriers between configurations causes the adoption

of a native/functional ensemble, highlighting the delicate

balance between dynamics, structure, and function.

However, the discovery of proteins that show complex

folding pathways leading to intricate functions has sug-

gested a revision of this sequence-to-structure-to-func-

tion paradigm. Such is the case, for example, of proteins

that dimerize via three-dimensional domain swapping

(3D-DS) [5��]. These proteins contain local intrinsically

disordered regions (IDRs), causing them to lack a well-

defined, stable, and minimally-frustrated native ensem-

ble. Moreover, several others are entirely disordered

(IDPs) [6–10], showing highly-dynamical competing con-

figurations (Figure 1b). While well-folded proteins show

slower transitions as they jump over high energy barriers

between distinct states, IDPs must be analyzed at shorter

timescales to sample their different configurations due to

their faster configurational dynamics.

Interestingly, for most locally or completely disordered

proteins [11,12,13�], binding offers a mechanism for fold-

ing [14,15], adding a regulatory layer. For binding reac-

tions in proteins and other macromolecules (i.e. nucleic

acids) [16,17�,18,19], dynamics can exhibit dominant

effects on association and/or dissociation rates by
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performing a pivotal role in specificity/promiscuity [20–

22], thus affecting the lifetime of those complexes. In

these cases, binding reactions allow switching between

ensembles (Figure 1b). Additionally, binding, (un)fold-

ing, and dynamics can modulate micro and mesoscale

molecular assemblies, such as membrane-less organelles

[23,24�] and liquid phase condensates [25–27,28�], critical

components in compartmentalization and other intricate

functions within cells (Figure 1b). This new understand-

ing of proteins fills a clear gap in the sequence-to-struc-

ture-to-function paradigm to explain numerous biological

phenomena where the structure itself is insufficient.

Because solution nuclear magnetic resonance (NMR) can

study molecules at the atomic level with a high temporal

and spatial resolution [29], it is currently the gold standard

ensemble approach to describe local and global structural

changes of proteins in folding, binding, and function

[30�,31]. As such, NMR gives experimental descriptions

of the intra- and intermolecular changes between pico- to

milliseconds regimes [32] and dynamic behavior between

micro- to milliseconds (and beyond), allowing extensive

studies into their involvement in folding and binding

[11,33,34] (Figure 2a). However, NMR and other classical

ensemble methodologies, although possessing high tem-

poral resolution, struggle to characterize the short-lived

configurations of highly-flexible proteins due to the need

for high data throughput and ensemble averaging. For

IDPs in particular, defined ensembles link to specific

functions by integrating and processing signals when

folded into stable structures upon binding to cellular

regulatory partners, emphasizing the complexity of the

(un)folding and function relationship.

The unique advantage of single-molecule methodologies

is in their ability to unravel structural heterogeneity, in

most cases, without ensemble averaging. Experimental

results based on fluorescence are widely exploited due to

their excellent structural and temporal resolution [35–37].

Taking into advantage the different approaches and

experimental corrections derived from fluorescence, sin-

gle-molecule multiparameter fluorescence spectroscopy

(smMFS) is a robust methodology to accurately monitor

and quantify local and global dynamic changes [38–40,41�

,42�]. When combined with (sub)ensemble approxima-

tions, such as Fluorescence Correlation Spectroscopy

(FCS) and Time-Correlated Single-Photon Counting

(TCSPC), smMFS allow the monitoring of structural

changes in a broad time scale from nano-to-milliseconds

[38–40,41�,42�]. For slower processes, approaches focused

on fixed molecules are ideal, monitoring real-time struc-

tural changes [41�]. Specifically, single-molecule fluores-

cence anisotropy (smFA) allows the monitoring of local

changes that reflect side-chain dynamics. Also, single-
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Relationship between sequence, structure, dynamics, and function. (a) As the original paradigm stated, the linear sequence-structure-function

relationship that explained the proteins’ properties and functions obscure the relevance of the structural dynamics. Several meta-stable

configurations are grouped into more stable conformations, defining the structural ensemble and what we observe as the native state. (b)
Depending on the energy barriers between different structural transitions, different dynamic processes can occur between nanoseconds to

milliseconds timescales depending on the energy barrier to pass. These processes conform to both intra or intermolecular ensembles. For

intrinsically-disordered proteins (IDPs) (red line), the high structural heterogeneity leads to energy frustration. This heterogeneity can be decreased

by employing contacts with small ligands or even other macromolecules, adopting intra- or inter-molecular structural ensembles (dashed red

lines).

Current Opinion in Structural Biology 2021, 66:129–138 www.sciencedirect.com



molecule Förster Resonance Energy Transfer

(smFRET), when used with time-resolved fluorescence

spectroscopy (TCSPC), probes distance changes and

population heterogeneity with nanoseconds resolution.

When coupled to burst analysis, smFRET is sensitive to

dynamics over broad time scales, from milliseconds to

seconds depending on instrumentation [38–40,41�,42�].
Finally, filtered FCS (fFCS) becomes ideal for following

exchange processes between FRET states to quantify the

structural dynamics between (sub)micro- to milliseconds

(Figure 2b).

Moreover, due to the comparable timescales covered by

smMFS and molecular dynamics (MD) simulations

(Figure 2a), the combination of experimental results

with MD lead to more accurate structural dynamics

models to fully understand protein dynamics at the

atomic scale [43��]. In particular, coarse-grain models,

by requiring less computational resources than all-atom

models to manage intra- and intermolecular interactions

[44–46], is preferred when modeling larger, complex,

multi-protein structures, such as quinary protein struc-

tures [47,48]. As such, coarse-grain models have become

instrumental in recent modeling [49–53]. By coupling

the smMFS with computational approaches, the smMFS

toolbox is built (Figure 2b). This toolbox allows us to

monitor several aspects of protein function, including

folding [36,54], super tertiary [55�,56–59] and quaternary

communications [5��,13�], and enzyme catalysis

[60��,61], emphasizing how those processes create more

extensive, dynamic, three-dimensional systems respon-

sible for life.
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Conformational dynamics and experimental approaches to study. (a) Temporal and size scales covered by the combination of experimental and

bioinformatic approaches. Main fluorescent methods in freely diffusing conditions (Fluorescence Correlation Spectroscopy -FCS- and Förster

Resonance Energy Transfer -FRET-) are used by employing Time-Correlated Single Photon Counting (TCSPC), filtered FCS (fFCS) and burst

analysis. These approaches are combined with Molecular Dynamics simulations (MD) (all-atom and coarse-grained) to cover from nano- to

milliseconds in temporal resolution and from nano- to micrometers in size scale. For slower temporal scales, microscopy approaches focused on

analyzing fixed molecules are ideal. (b) Flow chart to study structural dynamics using single-molecule multiparameter fluorescence spectroscopy

(smMFS) toolbox. (Sub)ensemble (TCSPC and fFCS) and single-molecule (FRET and anisotropy) approaches, combined with MD can describe

local structural changes at high temporal resolution. Each technique provides complementary information to each other, painting a complete

picture across the accessible timescales: TCSPC: distribution of conformations present in a specified condition (monitored by FRET) that are

stable on the nanoseconds timescale (> fluorophore lifetime); fFCS: solving of different relaxation times accounting for structural changes across

time; smFA: high sensitivity to local flexibility changes; smFRET: quantification of different distance changes spanning a protein or protein

complex via High FRET (HF) or Low FRET (LF) states, distributions of these distances, and the kinetic forward (kf) and backward (kf) rates of

exchange; MD: refinement of structural models generated by the experimental considerations.
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Uncovering the role of dynamics in the sequence-to-

structure-to-function paradigm: conformational

heterogeneity as pivotal for proteins’ functions

One hallmark model highlighting the relevance of

dynamics in protein function at high resolution is the

human p27. This disordered protein causes cell cycle

arrest when binding in a ternary complex with cyclin-

dependent kinase (Cdk2) and cyclins (e.g. Cdk2/Cyclin

A) [62,63] (Figure 3a). A recent integrative and collabo-

rative work between multiple laboratories revealed how

p27 morphs lead to the formation of the p27/ Cdk2/Cyclin

A complex. Different constructs of p27 were studied

using stopped-flow kinetics and the smMFS toolbox

(Figure 2b) to identify the critical events that led to

the initiation complex. An intricate combination of intra-

and intermolecular dynamics seems to modulate this

protein’s biological function (Figure 3).

Intramolecular dynamics: structural heterogeneity of proteins

as functional limiting events

Unbound or free p27 is mostly disordered while main-

taining some residual alpha-helical structure in the LH

subdomain consistent with prior studies [64–67]. As

shown in Tsytlonok et al. [68��], free p27 adopts a compact

conformation, impeding the acquisition of the ternary

complex with Cdk2/Cyclin A. Hence, p27 must expand
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smMFS toolbox to study intra- and intermolecular dynamics of p27. (a) the topology of human p27 showing the relevant regions (D1, LH, and D2)

of its Kinase Inhibitory Domain (KID). C29, C54, C75, and C93 are cysteine residues used to attach the different fluorophores, whereas Y74 and

Y88 are tyrosine residues that can be phosphorylated. The ternary complex p27/Cdk2/Cyclin 2 is in cartoon. (b) smFA plot for free p27 monitoring

C75 attached with Bodipy Fl, showing the two anisotropy population of the D2 region. (c) Quantitative analysis of free p27 and the ternary

complex with its different phosphorylation modifications (No P, pY88, and pY74/p88), showing anisotropy values and their fraction in all

conditions. (d) TCSPC plot showing fluorescence decay of free p27 monitoring C29-C54 attached with donor and acceptor of FRET (DA), donor

only labeled p27 (DOnly), and the instrument response function (IRF). Differences between DA and DOnly serves as a baseline for comparison and

FRET efficiency determination. (e) smFRET distribution monitoring distance changes in free p27 labeled, as mentioned in (D). The black line

corresponds to the static FRET line, gray line corresponds to the dynamic FRET between DOnly and high FRET, and in pink line, a worm-like

chain (WLC) model considering an equilibrium between a disordered and folded protein. (f) Quantitative analysis of (E) shows distances and

fractions in free p27 in the same conditions as mentioned in (C). For free p27, FRET distance was determined using a WLC model. (g) fFCS plots

show both auto- and cross-correlation between low and high FRET. (h) Quantitative analysis from data obtained in (F) for p27 in all before

mentioned conditions. Data fitting found four different exchanging times (tR) for all conditions, showing the specific fraction for each one.
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to expose its 12 residues recognition site in the D1

subdomain [69], being crucial in the association kinetics

to Cyclin A by undergoing conformational rearrangement

before initial binding [68��]. Similarly, the D2 region

must exchange conformations for the recognition of the

Cdk2 binding site. Local dynamics monitored by smFA of

free p27 (Figure 3b and c) showed that free p27 shows two

anisotropy values (Figure 3b and c) that reflects the

flexible (low rD) and rigid (high rD) conformations.

However, in the absence of target complexes, this protein

is preferentially compacted (Figure 3c).

Additionally, by analyzing time-resolved fluorescence

(Figure 3d) and single-molecule FRET (Figure 3e) prob-

ing various regions of p27, it was found that p27 must

expand to create the ternary complex. For example, the

FRET variant monitoring dynamics of regions LH and

D2 (cysteines for labeling at locations C54 and C93,

Figure 3a) shows a dynamic system by which p27 behaves

as an intrinsically disordered protein (Figure 3e) following

a worm-like-chain (WLC) model with an averaged donor-

acceptor distance of 41.8 � 2.3 Å (magenta dynamic line

in Figure 3f). This result is consistent with NMR mea-

surements, MD of the full-length p27, analytical ultra-

centrifugation, and small-angle- X-ray scattering of the

p27/Cdk2/Cyclin A complex [70,71��]. The disordered

nature of p27 permits jumps over low energy barriers and

rapidly sample multiple configurations that can, over

longer timescales, transition between distinct conforma-

tions or eventually accessing different structural ensem-

bles, referred as ensemble switching [72,73]. fFCS can

efficiently identify all these structural changes over a

broad temporal domain (nano-to-milliseconds), corrobo-

rating that most of dynamical exchange occurs in the

nanoseconds regime (Figure 3g).

Finally, the information derived from discrete MD

(DMD) simulations, which samples the heterogeneous

landscape, was used as an integrative element in the

smMFS toolbox [74–80]. By using radius of gyration

(Rg) and a-helical content on the same regions monitored

by experimental observations, authors could compare

interdye distances, local flexibility and polymeric behav-

ior (like the persistence length). Thus, DMD and smMFS

help each other as independent and complementary

approaches without imposing physical constrains that

biased either simulations of experimental observables

into the attained results.

Although very useful for IDP models, this smMFS tool-

box is not restricted to highly flexible proteins, but has

identified transient conformations even in well-folded

and minimally-frustrated models. Using the smMFS tool-

box, Sanabria et al. [60��] determined the conformations

of the lysozyme of bacteriophage T4 (T4L) in the cata-

lytic cycle progression. Three major conformations that

are present in the free (E), enzyme-substrate complex

(ES), and enzyme-product (EP) bound states. These

conformations exchange at few microseconds and hun-

dreds of microseconds, extending the Michalis-Menten

mechanism and highlighting that specific conformations

favor the progression of the enzymatic reaction. In con-

trast, for free p27, the transitions observed imply high

conformational heterogeneity and flexibility according to

its disordered nature (Figure 3h), which suggests that,

although disordered, p27 must overcome an expansion to

bind with Cdk2/Cyclin A. These examples highlight the

relevance of using smMFS toolbox to temporally charac-

terize the structural dynamics of diverse proteins.

Intermolecular dynamics: structural dynamics in multi-step

binding and partial dissociation as function modulator

Once defined that p27 must extend to bind the Cdk2/

Cyclin A complex, authors studied the main changes

involved in forming the ternary complex. Using smFA

(Figure 3c), NMR, and X-ray crystallography (X-ray),

Tsytlonok et al. [71��] discovered that p27 mostly adopts

the extended conformation when it is bound to Cdk2/

Cyclin A complex. Additionally, by analyzing different

donor-acceptor combinations, two limiting states were

obtained for p27 in complex. For example, using the

FRET variant C54-C93 (covering the LH-D2 regions),

authors found two distances with ÅRDAeeE;exp that go

from 43.1 � 0.1 to 52.3 � 0.1 Å via smFRET (Figure 3f),

showing a good agreement with the crystallographic

structure (PDBID 1JSU). When modeling the accessible

volume (AV) of the dyes in such configuration using

coarse-grained simulations, results showed experimen-

tal-simulations differences within �3 Å. The anterior

indicates expansion from a more compact conformation

to a conformation that exposes the D2 region and adds

robust stabilization in the structural dynamics, as

observed in fFCS (Figure 3h) by the accumulation of

transitions fraction in the mid-microseconds regime. In

summary, a fully formed, fuzzy ternary complex built

with a simultaneous extension of p27 was identified

[68��,71��].

Furthermore, once p27 is bound to Cdk2/Cyclin A and

causes cell cycle arrest, this ternary complex is finely

regulated via phosphorylation of two occluded tyrosine

residues by tyrosine kinases Bcr-Abl and Src for Y88 and

Y74 (Figure 3a), respectively [81,82]. For these residues

to be phosphorylated through dynamic anticipation, p27

exchanges between different conformations in the bound

complex allow the sequential exposure of Y88, followed

by Y74 anticipating phosphorylation [71��]. Each of these

phosphorylation conditions allow the accessibility of dif-

ferent conformational ensembles. The process was

observed by using the smMFS toolbox (Figure 2b) and

integrating other biochemical and biophysical methods,

including NMR, isothermal titration calorimetry (ITC),

and X-ray crystallography.
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To start, smFA (Figure 3c) showed the release of Y88

followed by Y74, supported by the increase in a popula-

tion with low anisotropy values, which indicates a more

freely rotating fluorophore and in agreement with chemi-

cal shift assignments of the D2 domain (e.g., C75 and

C93). Next, using the same FRET variant, C54-93,

smFRET showed a redistribution of states occurs, shift-

ing the population to a more extended partially released

state, thus exposing the phosphorylated Y88 (Figure 3f).

In this new state, Y74 is anticipated to be sequentially

phosphorylated, evidenced by the release of C75 in smFA

after Y88 and Y74 are phosphorylated (Figure 3c). With

fFCS, a redistribution towards the accumulation of nano-

seconds fraction exchange is described, suggesting that

phosphorylation allows the adoption of a highly dynamic

p27 is formed [71��].

To showcase the role of partial dissociation and disorder

in the structural dynamics, Medina et al. [5��] studied the

domain-swapped dimer of the DNA-binding domain of

human FoxP1. The compact and folded dimer adopted

via 3D-DS exchanges with an extended dimeric, mostly

disordered, intermediate ensemble adopting heteroge-

neous structural changes occurring between 20 ms to

5 ms. The extended intermediate is kinetically allowed

due to a low average energetic barrier of �1 kcal mol�1,

resulting in the intermediate to become highly accumu-

lated as the unfolding of the protein is promoted. This

result indicates that the monomer-dimer transition over-

comes the characteristic high energy barrier of three-

dimensional domain swapping by containing IDRs

[83,84]. Overall, the smMFS toolbox is powerful in cap-

turing complex regulatory mechanisms from multi-step

binding processes and complex folding pathways, sup-

porting the need for updates of the current unanimated

sequence-to-structure-to-function paradigm to a

sequence-to-dynamics-to-function.

Perspective: from structural dynamics to
function and protein assemblies
For cells to function correctly, proteins must work syner-

gistically. Only by understanding how structural dynam-

ics guide ensemble switching, we can understand how

proteins self-assemble into multi-functional three-dimen-

sional mesoscale architectures. Therefore, by following

the relationship between dynamics and function, insights

can be gained for various genetic diseases such as cancer

[85–88], Huntington’s [89], autism [90], spinal muscular

dystrophy [91].
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Functional connection between structural dynamics of p27 and cell cycle. The adoption of the ternary complex between p27/Cdk2/Cyclin A

depends on the conformational exchange of free p27 and different conformational ensembles. The expansion of this protein enables the binding to

Cdk2/Cyclin A, leading the cell cycle to arrest in phase G, impeding the development of phase S, and therefore DNA replication. Intrinsic flexibility

of p27 allows phosphorylation modifications in its tyrosine residues 74 and 88, increasing the expansion and the release from the complex, and

the consequent recruitment of ubiquitination proteins that finally leads to the degradation. These events allow Cdk2/Cyclin to continue their

functional role in ensuring the cell cycle progression, therefore cell division.
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The previous example of p27 binding with Cdk2/Cyclin

A to form a ternary complex shows how intra- and inter-

molecular and intermolecular interactions must work

together to regulate the cell cycle [62,63]. Binding only

occurs due to the intramolecular behavior of p27, which

allows a rapid sampling of multiple configurations to

access the extended conformation (Figure 4). Intermo-

lecular interactions with Cdk2/ Cyclin A impedes the cell

division by arresting the cycle in phase G. This p27/Cdk2/

Cyclin A association has enormous metabolic significance.

Further, it is tightly regulated by specific phosphorylation

modifications that trigger p27 ubiquitination followed by

degradation. Degradation of p27 enables cell cycle pro-

gression [70,81]. However, as discovered, all these events

inherently depend on the structural dynamics that char-

acterize p27. The p27/Cdk2/Cyclin A complex is a clear

example of where dynamics lead to a change in confor-

mations and defined ensembles that allows the complex

to adapt specific functionality. This model and others

[56,92,93] have recently revealed the extreme relevance

of conformational dynamics as a key functional

modulator.

The next logical step is understanding high-order assem-

blies and their role in modulating the function of the cells.

So far, there are few characterized examples by which

high-order complexes communicate in relevant processes

[58,94]. Such is the case of the dynamics of chromatin,

where nucleosome opening/closing transitions stability

can severely influence the gene expression activity inside

the nucleus. A combination of single-molecule

approaches with molecular dynamic simulations found

that binding with external proteins severely influences

nucleosome dynamics [40,41�,57,95�,96], pivotal to deci-

pher how gene expression occurs. Dynamics are also an

essential part of polyfunctional molecules, where molec-

ular adaptors must be coordinated to ensure the appro-

priate function depending upon the situation [97].

Future studies are required for highly dynamic and less

ordered complex systems, such as biomolecular conden-

sates, mitotic spindles, and focal adhesions [98�]. All char-

acterizedexamples focus theessential roleofheterogeneity

in dynamics, by which molecules may explore various

conformational ensembles, each with crucial consequences

in those complexes and their stability. However, although

much is still left to understand micro- and mesoscale

assemblies within cells, current studies are focused on

applying all these high-resolution approaches inside cells

to increase the understanding of structural dynamics and

assemblies in a real biological context [99,100]. In the near

future, we anticipate that this holistic toolbox presented

will continue to unravel the sequence-to-function relation-

ship of many mesoscale assemblies in live cells.
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Changes in Single FRET-labeled A1 Parts of Archaeal A1AO-ATP
synthase. SPIE; 2018.

62. Polyak K, Lee MH, Erdjument-Bromage H, Koff A, Roberts JM,
Tempst P, Massague J: Cloning of p27Kip1, a cyclin-dependent
kinase inhibitor and a potential mediator of extracellular
antimitogenic signals. Cell 1994, 78:59-66.

63. Toyoshima H, Hunter T: p27, a novel inhibitor of G1 cyclin-
Cdk protein kinase activity, is related to p21. Cell 1994,
78:67-74.

64. Bienkiewicz EA, Adkins JN, Lumb KJ: Functional consequences
of preorganized helical structure in the intrinsically disordered
cell-cycle inhibitor p27(Kip1). Biochemistry 2002, 41:752-759.

65. Otieno S, Grace CR, Kriwacki RW: The role of the LH subdomain
in the function of the Cip/Kip cyclin-dependent kinase
regulators. Biophys J 2011, 100:2486-2494.

66. Otieno S, Kriwacki R: Probing the role of nascent helicity in p27
function as a cell cycle regulator. PLoS One 2012, 7:e47177.

67. Bowman P, Galea CA, Lacy E, Kriwacki RW: Thermodynamic
characterization of interactions between p27(Kip1) and
activated and non-activated Cdk2: intrinsically unstructured
proteins as thermodynamic tethers. Biochim Biophys Acta
2006, 1764:182-189.

68.
��

Tsytlonok M, Hemmen K, Hamilton G, Kolimi N, Felekyan S,
Seidel CAM, Tompa P, Sanabria H: Specific conformational
dynamics and expansion underpin a multi-step mechanism for
specific binding of p27 with Cdk2/Cyclin A. J Mol Biol 2020,
432:2998-3017.

This indept study of p27 uses smFRET, smFA, fFCS, stopped-flow
kinetics, and replica-exchange discrete molecular dynamics simulations
to determine the multi-step mechanism used to bind p27 to the Cdk2/
Cyclin A complex. It was found that the binding mechanism depends on
local and long-range configurations.

69. Russo AA, Jeffrey PD, Patten AK, Massague J, Pavletich NP:
Crystal structure of the p27Kip1 cyclin-dependent-kinase
inhibitor bound to the cyclin A-Cdk2 complex. Nature 1996,
382:325-331.

70. Galea CA, Nourse A, Wang Y, Sivakolundu SG, Heller WT,
Kriwacki RW: Role of intrinsic flexibility in signal transduction
mediated by the cell cycle regulator, p27 Kip1. J Mol Biol 2008,
376:827-838.

71.
��

Tsytlonok M, Sanabria H, Wang Y, Felekyan S, Hemmen K,
Phillips AH, Yun MK, Waddell MB, Park CG, Vaithiyalingam S et al.:
Dynamic anticipation by Cdk2/Cyclin A-bound p27 mediates
signal integration in cell cycle regulation. Nat Commun 2019,
10:1676.

This study shows the importance of protein flexiblity for signaling and
function by studying the phosphorylation of p27 bound to Cdk2/Clyclin A.
Using NMR spectroscopy, smFA, smFRET and fFCS it was determined
that Y88 is first phosphorylated which allows access for Y74 to be
phosphorylated. Isothermal titration calorimetry were then used to moni-
tor how tryosine phsophorylations allow the dissasembly of the p27/
Cdk2/Cyclin A complex to promote cell division.

72. Choi UB, Sanabria H, Smirnova T, Bowen ME, Weninger KR:
Spontaneous switching among conformational ensembles in
intrinsically disordered proteins. Biomolecules 2019, 9:114.

73. Choi UB, McCann JJ, Weninger KR, Bowen ME: Beyond the
random coil: stochastic conformational switching in
intrinsically disordered proteins. Structure 2011, 19:566-576.

74. Sali A, Berman HM, Schwede T, Trewhella J, Kleywegt G,
Burley SK, Markley J, Nakamura H, Adams P, Bonvin AM et al.:
Outcome of the first wwPDB hybrid/integrative methods task
force workshop. Structure 2015, 23:1156-1167.

Unraveling protein’s structural dynamics Medina, R. Latham and Sanabria 137

www.sciencedirect.com Current Opinion in Structural Biology 2021, 66:129–138

http://dx.doi.org/10.1038/s41467-020-19023-1
http://dx.doi.org/10.1038/s41467-020-19023-1
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0220
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0220
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0225
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0225
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0225
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0230
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0230
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0235
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0235
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0240
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0240
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0240
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0245
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0245
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0245
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0245
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0250
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0250
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0250
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0255
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0255
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0255
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0260
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0260
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0260
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0260
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0260
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0265
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0265
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0270
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0270
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0270
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0275
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0275
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0275
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0275
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0275
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0280
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0280
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0280
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0280
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0285
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0285
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0285
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0290
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0290
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0290
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0295
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0295
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0295
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0295
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0300
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0300
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0300
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0300
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0305
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0305
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0305
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0310
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0310
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0310
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0310
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0315
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0315
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0315
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0320
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0320
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0320
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0325
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0325
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0325
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0330
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0330
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0335
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0335
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0335
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0335
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0335
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0340
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0340
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0340
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0340
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0340
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0345
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0345
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0345
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0345
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0350
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0350
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0350
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0350
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0355
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0355
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0355
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0355
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0355
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0360
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0360
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0360
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0365
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0365
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0365
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0370
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0370
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0370
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0370


75. Matsunaga Y, Sugita Y: Linking time-series of single-molecule
experiments with molecular dynamics simulations by machine
learning. eLife 2018, 7.

76. Dimura M, Peulen TO, Hanke CA, Prakash A, Gohlke H, Seidel CA:
Quantitative FRET studies and integrative modeling unravel
the structure and dynamics of biomolecular systems. Curr
Opin Struct Biol 2016, 40:163-185.

77. Ding F, Tsao D, Nie H, Dokholyan NV: Ab initio folding of proteins
with all-atom discrete molecular dynamics. Structure 2008,
16:1010-1018.

78. Shirvanyants D, Ding F, Tsao D, Ramachandran S, Dokholyan NV:
Discrete molecular dynamics: an efficient and versatile
simulation method for fine protein characterization. J Phys
Chem B 2012, 116:8375-8382.

79. Proctor EA, Ding F, Dokholyan NV: Discrete molecular
dynamics. Wiley Interdiscip Rev-Comput Mol Sci 2011, 1:80-92.

80. Ding F, Dokholyan NV: Discrete molecular dynamics simulation
of biomolecules. In Computational Modeling of Biological
Systems. Edited by Dokholyan NV. Springer US;; 2012:55-73
http://dx.doi.org/10.1007/978-1-4614-2146-7_3. Biological and
Medical Physics, Biomedical Engineering.

81. Grimmler M, Wang Y, Mund T, Cilensek Z, Keidel EM, Waddell MB,
Jakel H, Kullmann M, Kriwacki RW, Hengst L: Cdk-inhibitory
activity and stability of p27Kip1 are directly regulated by
oncogenic tyrosine kinases. Cell 2007, 128:269-280.

82. Chu I, Sun J, Arnaout A, Kahn H, Hanna W, Narod S, Sun P,
Tan CK, Hengst L, Slingerland J: p27 phosphorylation by Src
regulates inhibition of cyclin E-Cdk2. Cell 2007, 128:281-294.

83. Rousseau F, Schymkowitz JW, Itzhaki LS: The unfolding story of
three-dimensional domain swapping. Structure 2003, 11:243-
251.

84. Liu L, Byeon IJ, Bahar I, Gronenborn AM: Domain swapping
proceeds via complete unfolding: a 19F- and 1H-NMR study of
the Cyanovirin-N protein. J Am Chem Soc 2012, 134:4229-4235.

85. Tannapfel A, Grund D, Katalinic A, Uhlmann D, Kockerling F,
Haugwitz U, Wasner M, Hauss J, Engeland K, Wittekind C:
Decreased expression of p27 protein is associated with
advanced tumor stage in hepatocellular carcinoma. Int J
Cancer 2000, 89:350-355.

86. Li Z, Tao Y, Wang X, Jiang P, Li J, Peng M, Zhang X, Chen K, Liu H,
Zhen P et al.: Tumor-secreted exosomal miR-222 promotes
tumor progression via regulating p27 expression and re-
localization in pancreatic cancer. Cell Physiol Biochem 2018,
51:610-629.

87. Patel P, Tsiperson V, Gottesman SRS, Somma J, Blain SW: Dual
inhibition of CDK4 and CDK2 via targeting p27 tyrosine
phosphorylation induces a potent and durable response in
breast cancer cells. Mol Cancer Res 2018, 16:361-377.

88. Kolsi LE, Leal AS, Yli-Kauhaluoma J, Liby KT, Moreira VM:
Dehydroabietic oximes halt pancreatic cancer cell growth in
the G1 phase through induction of p27 and downregulation of
cyclin D1. Sci Rep 2018, 8:15923.

89. Savas JN, Makusky A, Ottosen S, Baillat D, Then F, Krainc D,
Shiekhattar R, Markey SP, Tanese N: Huntington’s disease
protein contributes to RNA-mediated gene silencing through

association with Argonaute and P bodies. Proc Natl Acad Sci U
S A 2008, 105:10820-10825.

90. Gall JG: Cajal bodies: the first 100 years. Annu Rev Cell Dev Biol
2000, 16:273-300.

91. Antonellis A, Ellsworth RE, Sambuughin N, Puls I, Abel A, Lee-
Lin SQ, Jordanova A, Kremensky I, Christodoulou K, Middleton LT
et al.: Glycyl tRNA synthetase mutations in Charcot-Marie-
Tooth disease type 2D and distal spinal muscular atrophy type
V. Am J Hum Genet 2003, 72:1293-1299.

92. Heiss G, Ploetz E, Voith von Voithenberg L, Viswanathan R,
Glaser S, Schluesche P, Madhira S, Meisterernst M, Auble DT,
Lamb DC: Conformational changes and catalytic inefficiency
associated with Mot1-mediated TBP-DNA dissociation.
Nucleic Acids Res 2019, 47:2793-2806.

93. Barth A, Hendrix J, Fried D, Barak Y, Bayer EA, Lamb DC:
Dynamic interactions of type I cohesin modules fine-tune the
structure of the cellulosome of Clostridium thermocellum.
Proc Natl Acad Sci U S A 2018, 115:E11274-E11283.

94. Gudkov AT: The L7/L12 ribosomal domain of the ribosome:
structural and functional studies. FEBS Lett 1997, 407:253-256.

95.
�

Kilic S, Felekyan S, Doroshenko O, Boichenko I, Dimura M,
Vardanyan H, Bryan LC, Arya G, Seidel CAM, Fierz B: Single-
molecule FRET reveals multiscale chromatin dynamics
modulated by HP1alpha. Nat Commun 2018, 9:235.

This excelent work combines freely-difussing and fixed smFRET
approaches to obtain chromatin dynamics at high temporal and structural
resolution. Using three FRET variants, the authors could solve conforma-
tional changes from microseconds to seconds with sub nanometer
precision, finding not only highly-dynamical stacking interactions
between nucleosomes but also that, although compacted by HPF1-a,
chromatin fibers maitains their intrinsic dynamics.

96. Mivelaz M, Cao AM, Kubik S, Zencir S, Hovius R, Boichenko I,
Stachowicz AM, Kurat CF, Shore D, Fierz B: Chromatin fiber
invasion and nucleosome displacement by the Rap1
transcription factor. Mol Cell 2020, 77:488-500 e489.

97. Fox SW: Self-sequencing of amino acids and origins of
polyfunctional protocells. Orig Life 1984, 14:485-488.

98.
�

Riback JA, Zhu L, Ferrolino MC, Tolbert M, Mitrea DM,
Sanders DW, Wei MT, Kriwacki RW, Brangwynne CP:
Composition-dependent thermodynamics of intracellular
phase separation. Nature 2020, 581:209-214.

This scientific milestone gives us a deep understanding about multi-
component liquid-liquid phase separation by analyzing intracellular con-
densates, using the partition coefficient concept, different protein fusions
and micrsocopy. By integrating those elements, authors found not only
that heterotypic interactions are relevant, but also its interplay with
composition-dependent thermodynamics of condensates assemblies
inside cells.

99. Heckmeier PJ, Agam G, Teese MG, Hoyer M, Stehle R, Lamb DC,
Langosch D: Determining the stoichiometry of small protein
oligomers using steady-state fluorescence anisotropy.
Biophys J 2020, 119:99-114.

100. Coullomb A, Bidan CM, Qian C, Wehnekamp F, Oddou C, Albiges-
Rizo C, Lamb DC, Dupont A: QuanTI-FRET: a framework for
quantitative FRET measurements in living cells. Sci Rep 2020,
10:6504.

138 Folding and binding

Current Opinion in Structural Biology 2021, 66:129–138 www.sciencedirect.com

http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0375
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0375
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0375
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0380
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0380
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0380
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0380
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0385
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0385
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0385
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0390
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0390
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0390
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0390
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0395
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0395
http://dx.doi.org/10.1007/978-1-4614-2146-7_3
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0405
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0405
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0405
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0405
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0410
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0410
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0410
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0415
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0415
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0415
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0420
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0420
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0420
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0425
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0425
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0425
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0425
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0425
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0430
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0430
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0430
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0430
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0430
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0435
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0435
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0435
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0435
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0440
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0440
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0440
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0440
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0445
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0445
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0445
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0445
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0445
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0450
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0450
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0455
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0455
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0455
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0455
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0455
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0460
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0460
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0460
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0460
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0460
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0465
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0465
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0465
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0465
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0470
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0470
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0475
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0475
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0475
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0475
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0480
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0480
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0480
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0480
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0485
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0485
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0490
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0490
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0490
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0490
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0495
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0495
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0495
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0495
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0500
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0500
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0500
http://refhub.elsevier.com/S0959-440X(20)30185-8/sbref0500


 196 

 
Appendix D 

Structural Dynamics of Glutamate Signaling Systems by smFRET 



Biophysical Perspective

Structural Dynamics of Glutamate Signaling
Systems by smFRET

Ryan J. Durham,1 Danielle R. Latham,2 Hugo Sanabria,2,* and Vasanthi Jayaraman1,*
1University of Texas Health Science Center at Houston, Houston, Texas and 2Clemson University, Clemson, South Carolina

ABSTRACT Single-molecule Förster resonance energy transfer (smFRET) is a powerful technique for investigating the struc-
tural dynamics of biological macromolecules. smFRET reveals the conformational landscape and dynamic changes of proteins
by building on the static structures found using cryo-electron microscopy, x-ray crystallography, and other methods. Combining
smFRET with static structures allows for a direct correlation between dynamic conformation and function. Here, we discuss the
different experimental setups, fluorescence detection schemes, and data analysis strategies that enable the study of structural
dynamics of glutamate signaling across various timescales. We illustrate the versatility of smFRET by highlighting studies of a
wide range of questions, including the mechanism of activation and transport, the role of intrinsically disordered segments, and
allostery and cooperativity between subunits in biological systems responsible for glutamate signaling.

INTRODUCTION

Recent developments in structural biology, mainly through
cryogenic electron microscopy (cryo-EM) techniques, have
enabled the study of membrane proteins and their complexes
faster than previously possible through x-ray crystallography
(1–3). These ‘‘snapshots’’ of the proteins in multiple confor-
mations provide a rich background for investigations of the
conformational dynamics necessary to understand the mech-
anisms mediated by these proteins through a multitude of
biophysical methods. Methodologies such as nuclear mag-
netic resonance (NMR) and electron paramagnetic resonance
(EPR), which provide insights into the conformational dy-
namics, are challenged by the requirement of high concentra-
tions of samples and limitations in protein size. Additionally,
NMR and EPR provide a weighted average of the heteroge-
neous population, causing critical information about the indi-
vidual dynamics and intermediate configurations to be lost.
Single-molecule methods offer a unique solution to ensemble
conditions by providing simultaneous structural and kinetics
information from proteins in motion. The ability to observe
protein conformation as a function of time allows for a direct
study of the conformational transitions and kinetics between
states (4).

Single-molecule Förster resonance energy transfer
(smFRET) has become a mainstream technique for probing

biomolecular structural dynamics. As the number of labora-
tories using smFRET increases, it becomes imperative to
create a standardized technique to ensure proper usage.
Furthermore, it is essential to ensure that the proper smFRET
experimental design is used to answer the question of interest.
Förster resonance energy transfer (FRET) uses the nonradia-
tive transfer of energy from a donor fluorophore to a nearby
acceptor fluorophore to accurately measure the distance be-
tween them (4,5) because the efficiency of the energy transfer
depends on the inverse distance between fluorophores to the
sixth power (6). However, selecting the appropriate fluoro-
phores and their placement into biomolecules is of crucial
importance. Various types of fluorophores have been em-
ployed for smFRET, including genetically encoded fluoro-
phores like GFP (7,8) and organic fluorophore molecules
like the cyanine dyes (9–11). Additionally, significant work
has been done to develop new fluorophores for use in
smFRET and to improve the performance of existing fluoro-
phores (11–13). The most critical criteria to consider when
selecting a fluorophore are the R0 factor of the fluorophore
pair, how the fluorophore will be attached to the site of inter-
est within the protein, and the size of the fluorophore. The R0

factor represents the distance in Angstroms between two flu-
orophores, at which those fluorophores experience half
maximal energy transfer. Because FRET measurements are
most sensitive to changes in distance when they are close
to the R0, the fluorophores being used should have an R0-
value that is close to the distance between the two sites being
measured. Another important factor is the method by which

Submitted July 22, 2020, and accepted for publication October 13, 2020.

*Correspondence: hsanabr@clemson.edu or vasanthi.jayaraman@uth.tmc.

edu

Editor: Meyer Jackson.

Biophysical Journal 119, 1929–1936, November 17, 2020 1929

https://doi.org/10.1016/j.bpj.2020.10.009

� 2020 Biophysical Society.

mailto:hsanabr@clemson.edu
mailto:vasanthi.jayaraman@uth.tmc.edu
mailto:vasanthi.jayaraman@uth.tmc.edu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.bpj.2020.10.009&domain=pdf
https://doi.org/10.1016/j.bpj.2020.10.009


the fluorophore will be attached to the protein of interest.
Strategies for attaching fluorophores in a site-specific manner
are discussed below. Additionally, the size of the fluorophore
is significant because large fluorophores can experience steric
hindrance with the protein of interest. Steric clashes can alter
the conformation of the protein being studied and can also
affect the relative orientation of the fluorophores, which
can cause error in the measurements. Energy transfer depends
upon the alignment of the fluorophores’ dipoles in relation to
one another. This parameter, referred to as the dipolar orien-
tation or k2, could be estimated by measuring the fluores-
cence anisotropy to minimize errors in the determined
distances (14). For best practices, determining the k2 distribu-
tion for each FRET-labeled sample is recommended instead
of the assumption of isotropic averaging, leading to the com-
mon use of 2/3. Moreover, the use of fluorophores with long
linkers attached to proteins favors isotropic averaging
compared with short-linker fluorophores, which restrict
mobility. Therefore, longer linkers lead to small experimental
errors to a maximum of 7% when considering all uncer-
tainties in the measurements (15). Energy transfer is only
possible when the emission spectrum of the donor overlaps
with the excitation spectrum of the acceptor (5). Once
compatible fluorophores are selected, interfluorophore dis-
tances from 10 to 136 Å, with up to 3-Å accuracy (15–18),
are measurable using mainly two modalities: ratiometric in-
tensity-based methods or time-resolved fluorescence (19).
By attaching compatible fluorophores to a protein, the dis-
tance between two locations on the protein is measurable at
an instant in time. Special care must be taken to ensure that
the incorporation of the fluorophores does not alter the pro-
tein (20,21). A variety of attachment chemistry exists to
link fluorophores to proteins, including click reactions (22),
cysteine reactions with electrophiles (23), and biorthogonal
azide-alkyne chemistry via introduction of unnatural amino
acids (24,25). Most of the time, the selection of the reactive
chemistry is imposed by the wild-type sequence of the pro-
tein under study. For the purpose of studying membrane pro-
teins, different treatments are compatible with smFRET
experiments. Isolated membrane proteins can be solubilized
in detergents (26). Alternatively, incorporating proteins into

lipid-containing nanodisks (27) or reconstituted vesicles
(28,29) can preserve the physiological lipid context of the
protein. Live cell measurements are also possible (8,30).

smFRET implementations can be done with freely
diffusing molecules or immobilized molecules on surfaces.
Furthermore, data can be collected using confocal measure-
ments or widefield imaging (Table 1). Selecting the appro-
priate combination depends on the question being asked.
Typically, with diffusion-based experiments, confocal mea-
surements are taken. In this case, labeled proteins of interest
diffuse through the well-defined confocal volume of the
observing microscope, and short bursts of photons are
observed (31). These types of experiments are ideal when
the dynamic behavior of interest is faster than the average
traversal time through the confocal volume (Fig. 1). Further-
more, the concentration of fluorescently tagged protein
within the sample must be low enough to ensure that only
one fluorescent protein is within the confocal volume at a
given time. If a higher protein concentration is required,
one could fluorescently tag a portion of the proteins. This
will help ensure only one FRET pair is present for a given
measurement. In the case of immobilized molecules, mole-
cules are linked to a coverslip with the most appropriate
chemistries. Readers are encouraged to read (32–34) for
more details. When immobilizing molecules, care must be
taken to ensure that the fluorophores do not bind nonspecifi-
cally to the protein of interest or to the slide surface (10).
Then individual molecules are located and measured over
time using photon-counting detectors via confocal detection
or using cameras (CMOS, EMCCDs) via widefield. These
experiments are useful for observing individual molecules
over longer temporal timescales. Photobleaching events are
usually tracked to assure only a single molecule is observed
at any given time.

It is imperative that experiments be designed with the
appropriate temporal scale in mind (Fig. 1). There are three
significant factors in smFRET experiments that affect the
achievable temporal resolution: protein treatment, detection
mode, and data analysis (4). It has already been mentioned
that proteins can be immobilized or allowed to diffuse freely.
After determining which of these methods works best for

TABLE 1 Comparison of Confocal and Widefield for Freely Diffusing Molecules and Immobilized Molecule Measurements

Confocal

WidefieldMolecule Freedom Diffusing Immobilized

Dynamic ranges picoseconds to diffusion time nanoseconds to minutes submillisecond to minutes

Detectors confocal, photon-counting modules

(i.e., PMTs and APDs with TCSPC)

TIRF (widefield) EMCCDs and CMOSs

Number of molecules limited diffusion through the sample volume, can

be over 100,000

100–500a limited by molecules in widefield, is �500

Data analysis trace, burst-wise, BVA, fluctuation spectroscopy, and time resolved trace, BVA, fluctuation spectroscopy, and camera

or image based

APD, avalanche photodiode; PMT, photon-multiplier tube; TIRF, total internal reflection fluorescence.
aTCSPC is less practical in immobilized molecules because of the lower number of sample molecules, which leads to lower photon-counting statistics sample

size and limits the minimal dynamic range.
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making observations at the right timescale for the dynamics of
interest, the proper detector must be selected. It is typical to
immobilize proteins and use a widefield camera when
measuring conformational dynamics that are slower than mil-
liseconds. The photon-to-electron conversion of most wide-
field camera detectors, such as common charge-coupled
devices (CCDs), electron-multiplying CCDs (EMCCDs),
and complementary metal-oxide semiconductors (CMOSs),
limits the temporal resolution to be around tens of millisec-
onds (Fig. 1). This temporal resolution is suitable for
measuring larger domain motion and large-scale conforma-
tional rearrangement of proteins (32). By binning pixels,
CMOS cameras can increase their temporal resolution with

a time resolution of up to 250 ms being reported (35), but
this lowers the spatial resolution. Photon-counting modules
like avalanche photodiodes (APDs) and photon multiplier
tubes (PMTs) can be utilized to further increase the temporal
resolution. Temporal resolution is going to be based on the
data-acquisition system used, i.e., Data Acquisition boards
(DAQ) and Field-Programmable Gate Arrays (FPGAs).
Because these modules cannot differentiate between emission
wavelengths, it is crucial to ensure the correct filters are being
used based on the selected fluorophores. Photon counting al-
lows the measurement of faster dynamics such as local flexi-
bility and side-chain rotations with a temporal resolution
ranging from 10 ms to 100 ms (36), including several orthog-
onal analysis methods, that increases the extracted dynamics
and the temporal information obtained from smFRET mea-
surements (37–39). Time-correlated, single-photon-counting
(TCSPC) electronics will measure fluorescence and lumines-
cence lifetimes ranging from nanoseconds to microseconds,
respectively (38). Fluorescence correlation spectroscopy
(FCS) and its different variations allow conformational dy-
namics to be determined over a broader timescale (40–43).

There exist many different methods for smFRET data anal-
ysis, depending upon the information gathered. Trace analysis
is typically modeled with Hidden Markov modeling (HMM)
(44,45) and many variations (46). Burst-wise analysis, which
looks at the pattern in photon detection to differentiate donor
from acceptor in confocal measurements (47), is often done
by probability distribution analysis (PDA) (48) or burst vari-
ance analysis (BVA) (49). The choice of data analysis depends
upon the data collected and experimental design. If FCS and
lifetime information is gathered, these data should be included
in data analysis because it will only help enhance the results.
Multiparameter fluorescence detection (MFD) (19,50) will
ensure the best results are obtained. Many laboratories are
actively developing new software and setting up best practices
in terms of data analysis and offer these packages online for
free. These community-based resources range from online
software-sharing hubs such as the FRET community (51)
and the kinSoftChallenge (46) to multilaboratory studies of
FRETprecision (15).Given that the size of the protein of inter-
est and the sample concentration are not limitations for FRET
experimental design, smFRET is a versatile methodology to
study membrane proteins and has been used in a wide range
of systems such as G-protein-coupled receptors (GPCRs),
transporters, and ion channels. Here, we choose the three sys-
tems related to glutamate signaling as an example system in
which smFRET methods have provided invaluable biophysi-
cal insights. This system was chosen because it has the com-
mon theme of glutamate signaling but with three unique
systems that covers GPCRs, transporters, and ion channels.

Glutamate signaling systems studied by smFRET

Glutamatergic signaling is the primary form of excitatory
signaling in the mammalian central nervous system. In

FIGURE 1 smFRET investigations across different timescales. Top: the

typical timescales for studies of various areas of glutamate signaling are

shown as horizontal bars. The areas of study include both functional areas

(e.g., amino acid transport) and structural areas (e.g., the extracellular

domain (ECD)). ECD, TMD, and IDR refer to the various domains of the

iGluRs as shown in the inset. smFRET investigations of glutamate signaling

have focused primarily on the second-to-millisecond timescale, with sub-

millisecond studies lagging behind. Bottom: various detection and analysis

schemes exist for performing smFRET experiments at a variety of time res-

olutions. The ranges of timescales, across which the various methods are

useful, are shown as horizontal arrows. Solid arrows indicate optimal time-

scales while dashed arrows indicate sub-optimal time scales. The timescale

of diffusion of free-moving molecules is also shown as the timescale of the

dynamics of interest can determine whether a diffusion-based or immobi-

lized scheme is more useful for a planned investigation of single-molecule

dynamics. To see this figure in color, go online.
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this type of signaling, the neurotransmitter glutamate is
released into the synapse, where it binds to and activates
various receptor molecules, including ion channels and me-
tabotropic receptors. After this glutamate release, the gluta-
mate must undergo reuptake into the presynaptic neuron and
be packaged into neurotransmitter vesicles, a process facil-
itated by amino acid transporter molecules (46). smFRET
studies have been carried out on proteins from each of these
three families of proteins that are involved in glutamatergic
signaling. Although the metabotropic glutamate receptor
(mGluR) and ionotropic glutamate receptor (iGluR) share
some similarities in the glutamate binding site, the trans-
membrane segments and signaling processes are very
different, one being G-protein coupled and the other an
ion channel. The glutamate transport has a completely
different architecture both at the ligand binding site and in
the transmembrane transporter segments. Thus, although
the three systems chosen are linked by the fact that they
are involved in glutamate-mediated signaling, the wide
range of architectures illustrates the versatility of smFRET
as a tool to study the dynamics and conformations of a
wide variety of proteins.

One family of proteins that are involved in the glutama-
tergic signaling process are the mGluRs, which are class
C GPCRs with large bi-lobed extracellular domains that
bind to the agonist glutamate. Based on end-state structures
of agonist- and antagonist-bound forms of the extracellular
domain, the mechanism for activation by agonists was sug-
gested to be a closure of the bi-lobed cleft (52–56). smFRET
investigations on the soluble extracellular domain that uti-
lized a diffusing experimental setup with confocal detection
were able to put dynamics into the context of activation and
showed that the domain rapidly fluctuates between the open
and closed cleft states and that the extent of stabilization of
the protein in the closed cleft state dictated the extent of
agonism (Fig. 2 A; (57)). Although later smFRET measure-
ments on the full-length receptor that analyzed immobilized
molecules using a TIRF-based detection scheme showed
three major states when measuring across the dimeric extra-
cellular domain at the same sites as in the soluble domain,
agonist efficacy was still shown to be dictated by the occu-
pancy of a closed cleft state that is consistent with the
smFRET studies on the isolated extracellular domain (58).
However, the dwell times for interconversion between the
FRET states were found to be in the range of tens of milli-
seconds and not as rapid as those observed for the isolated
extracellular domains. It is possible that the slower dy-
namics is due to the stabilization and restricted dynamics
of the extracellular domains in the presence of the trans-
membrane domains, showing the importance of investi-
gating the dynamics in the full-length systems.

smFRET measurements of immobilized molecules were
also used to investigate the role that conformational changes
play in determining the cooperativity between the agonist
binding sites in mGluRs (59). These studies showed that

agonist-induced closure of one cleft leads to an allosteric
shift in the dynamic equilibrium of the second unliganded
subunit in the dimeric mGluRs. Thus, the higher sponta-
neous basal dynamics and closure of the mGluR3 influenced
the liganded mGluR2, leading to higher activation in the
heteromer. This mechanism of cooperativity was found to
be universal and translated to mGluR2/mGluR7 heteromers,
highlighting the importance of such heteromerization in
physiology (60). mGluR7 homodimers have a significantly

FIGURE 2 smFRET measurements of proteins involved in glutamate

signaling. The locations of smFRET fluorophore labeling sites and mea-

surements are shown. These sites are chosen with the goal of studying es-

tablished (based on previous structures) or hypothesized conformational

changes in these proteins. (A) Shown are the measurements performed on

the agonist-binding dimer of mGluRs (57–60) (Protein Data Bank, PDB:

1EWT (54)). This measurement site reports on the conformational changes

at the interface between the mGluR dimer caused by the closure of the bi-

lobed cleft upon binding agonists. (B) Shown are the measurements per-

formed on the trimeric glutamate transporter (61–63) (PDB: 1XFH (64)).

These measurements report on the distance between adjacent monomers

of the transporter trimer that are expected to monitor motions associated

with transport. (C) Shown are the measurements performed on an iGluR

(26) (PDB: 6MMK (65)). The sites across the agonist binding domain

monitor motions across the bi-lobed cleft caused by agonist or antagonist

binding. The sites across the transmembrane segments are expected to

monitor motions across the ion pore. The side chains of fluorophore-labeled

residues are shown as spheres, whereas distances being investigated are

shown as dotted lines. To see this figure in color, go online.
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lower affinity and activation relative to the other mGluRs.
However, in the context of mGluR2/mGluR7 heteromers,
both efficacy and affinity are high. smFRET studies showed
that the heteromeric receptor exhibits faster state-to-state
transitions and, therefore, has increased conformational dy-
namics relative to the homomeric receptor. Additionally,
synthetic agonists selective for either mGluR2 or mGluR7
produced a more substantial shift to low FRET (related to
higher cleft closure at the agonist binding domain) than
observed when both subunits were bound in the correspond-
ing homomeric receptor, correlating well to a stronger acti-
vation. These experiments that allow for studying individual
heteromeric combinations are possible because specific
combinations can be pulled down onto the slides used for
smFRET imaging (10,26,66). This selective pulldown of
heteromeric receptors is achieved by placing the fluoro-
phore-labeling sites on one subunit and placing the affinity
tag for attachment to the slide on the other subunit. Using
this strategy, molecules that do not contain a subunit with
the affinity tag will not attach to the slide, and molecules
that do not contain any fluorophore-labeling sites will not
be observed. This ensures that immobilized molecules that
exhibit an FRET signal contain at least one of each of these
two subunits.

Glutamate transporters catalyze neurotransmitter uptake
from the synaptic cleft into the cytoplasm of glial cells
and neurons. The bacterial homolog of the glutamate trans-
porter, the sodium-aspartate symporter from Pyrococcus ho-
rikoshii, GltpH, has served as a model system for studying
structure-function correlations in this family. The initial
framework provided by the x-ray structures of the protein
in several conformations along with the slow turnover rate
of tens of seconds for this protein made it ideal for direct
structure-function studies using tethered smFRET (Fig. 2
B; (61,62,64,67)). These studies provided direct evidence
for ‘‘elevator-like’’ motions for transport and also showed
that each subunit could undergo motions independent of
each other (28,62,63). This motion also has a burst-like
pattern with periods of quiescence and periods of rapid tran-
sitions (28). The rapid dynamic mode was hypothesized to
be due to the separation of the transport domain from the
trimeric scaffold, allowing for the rapid domain movements
across the bilayer. Two mutations introduced into GltpH for
imparting characteristics of the human glutamate trans-
porter lead to increased transport domain dynamics. The
increased dynamics correlated to the increased rate of sub-
strate transport observed in the human glutamate trans-
porters relative to GltpH, providing a direct temporal
relationship between transport domain motion and substrate
uptake (63). Several of these investigations were performed
in proteoliposomes, with the transporter tethered on the
slide. Tethering allows for a specific outside-out orientation
of the transporter, making it possible to tune the concentra-
tion of luminal and external ions and substrates, leading to
more physiologically relevant studies.

An additional class of membrane proteins that are
investigated through smFRET is ion channels. Extensive
smFRET investigations have been carried out on members
of the iGluRs. Initial studies were performed on the soluble
agonist binding domain of the receptor, in particular the
AMPA subtype of the iGluRs. X-ray structures of the iso-
lated agonist binding domain showed a correlation between
the extent of cleft closure at the bi-lobed agonist binding
domain and the extent of activation in several cases (68–
73). However, this relationship broke down in mutants,
such as the T686S, in which the cleft showed full closure
even when the extent of activation was only partial (74).
smFRET measurements that utilized immobilized protein
molecules on a surface probed all the states that the protein
occupies and reconciled this issue by showing that the
mutant protein occupied a wide range of conformations
and that the activation is dictated by the fractional occu-
pancy of the high FRET closed cleft agonist binding state
(75,76). More importantly, the smFRET studies also showed
that the distance changes between the most probable states
for the different liganded conditions and the mutant corre-
lated with the x-ray structures, showing that distance
changes can be accurately measured by smFRET.

Similarly, cryo-EM structures of full-length AMPA re-
ceptors showed varying degrees of decoupling across the di-
mers within the tetrameric amino-terminal domain of the
receptor that is associated with receptor desensitization.
Hence, the role of this decoupling in desensitization was
debated (77–79). The complete conformational landscape
that could be probed with smFRET at this site using the im-
mobilized full-length receptor showed that largely de-
coupled states did exist under desensitizing conditions.
However, a larger fraction of the receptor showed smaller
decoupling, this large decoupling is not required for desen-
sitization (80). Additionally, based on the distances, we
could directly relate the conformations observed in the
smFRET data to specific cryo-EM structures (80). Recently,
smFRET investigations were used to study the mechanism
of cooperativity between the agonists glutamate and glycine
in the NMDA receptor subtype of the iGluRs (Fig. 2 C;
(26)). The smFRET investigations of immobilized receptors
showed that the binding of one agonist causes a stabilization
of the closed cleft bi-lobed agonist binding domain and
lower conformational fluctuations at the site where the
agonist binds but an increase in conformational flexibility
and dynamics at the second agonist site. The loss of such
an effect in a mutant receptor where such negative cooper-
ativity was not observed (81) confirmed that certain confor-
mational states observed via smFRET at the second agonist
binding site contribute to the lower affinity of the second
agonist when the first agonist is bound to the receptor. These
studies again highlight the importance of conformational
dynamics in function along with the need to understand
the complete conformational landscape of the receptor
that is possible through single-molecule methods.
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smFRET also stands to contribute significantly to our un-
derstanding of macromolecular dynamics for intrinsically
disordered proteins (IDPs) or intrinsically disordered re-
gions (IDRs). The inherently dynamic nature of IDPs is
incompatible with analysis for static structure through
cryo-EM or x-ray crystallography, either because the study
is unsuited for analyzing a molecule with little structure or
because the results fail to capture a complete understanding
of the dynamics of the protein. However, smFRET can
report on the conformation of a protein over time without
averaging over an ensemble. Combining static measure-
ments and smFRET allows the gathering of valuable infor-
mation concerning IDPs or IDRs (82,83). For example,
from studies of both diffusing and immobilized proteins, it
was determined that the IDR C-terminal domain (CTD) of
the GluN2B subunit is required for GluN2B to regulate
NMDARs (57,60,84–86). The use of smFRET has helped
to understand the role of posttranslational modifications
on the iGluRs’ disordered intracellular segments (87–89).
Bowen and Choi used smFRET measurements of immobi-
lized molecules to show differences in conformational dy-
namics as well as changes in the extent of disorder due to
phosphorylation (87,90). Given that there is little structural
insight for this segment of the protein, these early studies
pave the way for future investigations into how disorder
and dynamics in these segments modulate receptor function.

Perspective

To observe several essential conformations for mediating
functions of glutamate singling systems, smFRET must be
used. This allows for determining the complete conforma-
tional landscape and dynamics that are not observed using
only structural methods, such as cryo-EM and x-ray crystal-
lography. smFRET also highlights the dynamic nature of
these systems and the role of such dynamics in function.
The smFRET technique’s versatility in terms of the ability
to probe protein complexes of all sizes with minimal re-
quirements in terms of concentration and in a near-native
state allows for similar investigations on the large number
of membrane proteins for which end-state structures are
available through cryo-EM. Moreover, with the ability to
measure FRET with high precision, it is now possible to
use FRET-derived distances in combination with other
structural biology tools or molecular dynamics (MD) simu-
lations to model protein structures (91,92) and deposit them
in pdb-dev (93). Static structures enable the rational design
of starting points for MD simulations and the selection of
fluorophore attachment points for smFRET measurements.
MD simulations show dynamic motions not revealed with
static structures alone and reveal the regions of a molecule
that will show biologically relevant motions that can be
measured with smFRET. smFRET measurements can pro-
vide constraints for MD simulations that enhance the phys-
iological relevance of simulation results and provide insight

into highly dynamic regions of proteins that cannot be well
resolved through static structural methods alone. However,
it is important to understand all the physical aspects and pa-
rameters of the dye to obtain accurate simulations. As ma-
chine learning continues to advance, it will become a
great tool for smFRET data analysis (94,95).

Furthermore, the field of correlative microscopy is yet to
expand on the possibility of combining FRET and cryoEM.
In this way, structural biology techniques, MD simulations,
and smFRET measurements can be combined to provide a
greater understanding of various biological systems on the
single-molecule level. The development of detectors and
data analysis methods that function at submillisecond time
resolutions has enabled the investigation of new research
questions relating to the structure and dynamics of individ-
ual molecules. However, the studies that utilize smFRET
have focused primarily on the timescale of seconds to mil-
liseconds, with submillisecond studies lagging (Fig. 1).
The future of the smFRET field will involve expanding in-
vestigations into the submillisecond dynamics of individual
molecules. As the tools and methods needed to investigate
submillisecond dynamics become more widely available,
with data analysis methods becoming increasingly standard-
ized, the area of submillisecond dynamics will continue to
expand and answer as-yet-unresolved research questions.
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Size-Exclusion Chromatography-Based 
Determination of Rh of GFP 

Write Up by George Hamilton; Major edits by Danielle Latham 
REU Site: Nature’s machinery through the prism of physics, biology, chemistry and engineering 

Clemson University, Clemson SC 

Introduction: 
In the general sense, chromatography refers to any methodology that is used to 

separate the component parts of a solution by passing the mobile phase, or the mixture to be 
separated, through some stationary phase, or a material with properties that allow separation 
of each component. Some of the most common kinds of chromatography used in biophysics 
research include ion-exchange chromatography, hydrophobic interaction chromatography, and 
size-exclusion chromatography. The key takeaway is that each kind of chromatography is 
specialized for separation of solution components a particular parameter—in the cases listed 
above, their net charges, hydrophobicities, and molecular sizes or weights, respectively. 
Typically, this is accomplished through use of a specialized column through which the solution 
of interest is flowed. However, the protocols for these different chromatography experiments 
can be drastically different from one another.  

In this exercise, you will perform a complete size-exclusion chromatography experiment 
to identify green fluorescent protein and calculate its Stokes Radius, or hydrodynamic radius, 
Rh. We will perform this experiment using a fast protein liquid chromatography (FPLC) setup 
fitted with an Enrich SEC70 10x300 size-exclusion column. This column has an ideal separation 
range of 500-70,000 Daltons. Observation of molecules flowing through our column is 
performed after flowthrough using a UV-vis-spectrometer to observe the degree to which light 
at certain wavelengths is absorbed by our sample. The column will be equilibrated in the 
required buffer, then a size-exclusion standard mixture will be ran through the column. The 
standard mixture contains five molecular species with differing molecular weights and Rh 
values. These are: 

(a) Thyroglobulin (670 kDa, 8.50 nm)
(b) γ-globulin (158 kDa, 5.50 nm)
(c) Ovalbumin (44 kDa, 2.85 nm)
(d) Myoglobin (17 kDa, 1.9 nm)
(e) Vitamin B12 (1.35 kDa, 0.85 nm)

 Initial measurement of this standard mixture will provide a context through which we 
can interpret our data from the unknown mixture containing GFP. An example chromatogram 
for this standard protein mixture is shown below using observation wavelength of 280 nm. 230 
nm and 280 nm absorptions are generally considered standards for identification and 
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quantification of proteins since 280 nm is the average absorbance maximum for amino acids, 
and 230 nm is a convenient average for other contaminants.  

Note that larger, heavier molecules flow through the column first, and lighter molecules 
flow through last. This is because the size-exclusion column consists of material filled with small 
pores. Smaller molecules are more likely to be trapped in these pores, whereas larger 
molecules are less likely. Further, molecules beyond the optimal separation range of 70 kDa 
(thyroglobulin and γ-globulin) tend to be “squeezed” together. Therefore, our main interest is 
in the remaining three peaks for standards purposes. 

 

 

 

After running our standard, we will run our GFP. It is known that wild-type GFP has a 
molecular weight of approximately 27 kDa. Where would we expect its peak to be located in 
the above standards plot? Further, wild-type GFP has an absorption spectrum with a maximum 
located at 397 nm with a weaker peak near 495 nm, as shown in the figure below.  

Absorbance of GFP 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3190146/ 

 



Page 3 of 6 
 

 Therefore, if we observe our mixture using our standard lines (280 nm) and GFP’s 
absorption maxima, we should be able to identify GFP’s Stoke’s Radius.  

 

Method Example: 
This approach has been previously used to identify fluorescently labeled RNA molecules. 

The example is shown below. In this case, they were observing at wavelengths corresponding to 
the RNA maximum at 260 nm as well as absorbance maxima for two fluorescent dyes. 
Coincidence of all three peaks allowed identification of the labeled molecule. Can you 
determine the elution volume this occurred at? 

 

 

So far, we have only seen plots that report elution volume, or the amount of fluid 
flowed through the column. However, the elution volume is directly related to the Rh of the 
molecular species corresponding to each peak. This relationship depends on many factors, and 
so the most direct and accurate way to account for all of them in calculating Rh is to use the 
standards data to construct a standard line or curve. This curve, in principle, accounts for any 
small variability in runs through a column that may affect the result. Thus the standard is run in 
a manner consistent with the solution of interest. Therefore, standards should be run in the 
same buffer conditions as well as just before experiments with unknown samples. Essentially, 
we will use the known Rh values and elution volumes for the peaks within the linear separation 
range from our standard to fit a standard line that directly relates Rh and elution volume. We 
will then plug in the elution volume for our identified GFP peak into the fitted line and calculate 
Rh for GFP. To do this, we will plot log10(Rh) vs. elution volume for the three peaks 
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corresponding to the SEC70 column’s optimal separation range. We will fit this scatter plot with 
a line of the form y=mx+b. Finally, we will use the fit parameters and plug in the GFP elution 
volume to get Rh. We will perform identification of peaks during the lab, but calculation of Rh 
for GFP will be left to each group. 

As GFP is heated, it will start to denature and unfold from its 
typical barrel shape. While denatured, the general structure of GFP 
will change. We can use the SEC70 column to determine how the 
change in structure changes the Stokes radius of GFP. When GFP 
denatures, the structure takes up more space, causing an increase 
in Stokes radius. How will this change the elution volume?  

Further, native GFP will still fluoresce the typical green color 
while the denatured GFP will not due to the barrel no longer 
protecting the chromophore within.  

Using the SEC70 column and the FPLC method, we will be able to determine the stokes 
radius of native type and denatured GFP.  

 

Protocol: 
• Equilibrate SEC70 column in PBS buffer (This will be done for you) 

o Warm up the absorbance detectors 
 set to wavelengths 230 nm, 260 nm, and 280 nm, corresponding to 

standard protein absorbance lines. 
o Run H2O at 1mL/min for 2 column volumes (~50 mL) 

 IMPORTANT: H2O must be run to remove storage ethanol and prevent 
precipitation of salts from buffer 

o Run buffer at 1mL/min for 2 column volumes (~50 mL) 
o Run buffer at .75mL/min until pressure equilibration, at least a few mL 

• Run Mass/Rh standard for SEC70 column 
o Standard is pre-diluted into 1mL buffer and stored in 4*C. 
o Loading sample: 50uL 

 Prior to run, load loop will be cleaned/equilibrated. Choose setting for 
FPLC with sample loop going directly to waste. 

 Unscrew syringe port. Remove 1mL syringe. Load syringe with 1mL  H2O 
using needle (do not load from top by removing plunger). Remove 
bubble/force to top of syringe by repeated flicking. 

 Insert syringe into syringe port, re-tighten syringe port screw, and 
gradually inject H2O into sample loop, being sure not to inject air 
bubbles. 
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 Repeat the steps taken for H2O with buffer used for sample and standard 
dilutions. 

 Finally, remove the syringe once more. Load syringe with 2X sample loop 
volume (50uL sample loop, so 100uL sample) of standard solution. 

 Remove air as well as possible, re-insert syringe, and load sample into 
sample loop. USE EXTRA CAUTION to not allow air into sample loop. 
Sample loop should fill completely, and this should be visible through the 
loop as standard solution is dark red. 

o Run buffer at 0.75mL/min for 25mL ensuring to include sample loop 
o Save run results for later analysis.  

 We will use the last 3 peaks, corresponding to mass ranges within the 
optimal linear separation range for our column (<70 kDa), to build a 
standards curve by which to calibrate our Rh determination of GFP. (I will 
provide an Excel sheet for identifying peaks in datasets.) 

• Run GFP sample 
o GFP sample will be provided in buffer and run as-is without dilution.  
o Zero the absorbance detectors 

 set to wavelengths 280 nm, 397 nm, and 500 nm corresponding to typical 
protein absorbance, the wild-type Green Fluorescence Protein (GFP) 
absorbance peak, and a background measure. 

o Clean the sample loop then load 50uL of GFP 
o Run buffer at 0.75mL/min for 25mL ensuring to include sample loop 
o Save data for later analysis. 

• Run Heated GFP sample 
o The GFP will need to be heated 

 Take 100uL of GFP in a microcentrifuge tube 
 Using the Isotemp, heat your sample to 70*C for 10 minutes 

o Clean the sample loop then load 50uL of heated GFP 
o Run buffer at 0.75mL/min for 25mL ensuring to include the sample loop 
o Save data for later analysis  

 

Data Analysis: 
• Getting the numbers 

o Use Python to: 
 Identify final three peaks from standard chromatogram (the molecules 

with masses in the linear response range of the column, <70kDA) 
 Plot log10(Rh) vs elution volume 
 Linear fit. This is the standards calibration curve. 
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o Identify GFP peak through combination of chromatogram curves in different 
wavelengths. The GFP peak should appear in all three observed wavelengths 
simultaneously. 

o Use fit formula from standard curve to determine Rh for GFP (plug in elution 
volume, obtain Rh).  

o Check if the obtained value makes sense in terms of the peak location and 
standard Rh values.  

• Write lab report 
o In your own words, describe the methodology used. Describe the setup, the 

configuration, standard, etc. 
o Consider the advantages and disadvantages of chromatography relative to the 

other techniques you have used or will use. How much sample is used? How well 
can you identify GFP? How well does the Rh value obtained agree with other 
methods and expectations? 

o What kinds of data plots are useful in describing how you arrived at your result? 
o Report your result.  
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Fluorescence Correlation Spectroscopy (FCS) 

Clemson’s Biophysics REU 2022 

Danielle Latham, Rajen Goutam

Background 

Introduction 

Fluorescence correlation spectroscopy (FCS) is a powerful single-molecule 
detection technique that measures and correlates fluctuations in fluorescence intensity 
within a very small detection volume - on the order of femtoliters. The theory of FCS is 
based on Poisson statistics. This section introduces the physical processes and 
mathematical theory that govern FCS. 

FCS is based on analysis of time-dependent intensity fluctuations resulting from 
dynamic processes, typically translation diffusion into and out of a small volume defined 
by a focused light beam and a confocal aperture [see figure 1a]. When a fluorescent 
molecule diffuses into a focused light beam, there is a burst of emitted photons due to 
multiple excitation-emission cycles from the same molecule. If the molecule diffuses 
rapidly out of the volume, the photon burst is short-lived. If the molecule diffuses more 
slowly, the photon burst has a longer duration. By correlation analysis of the time-
dependent emission [see figure 1b], one can determine the diffusion coefficient of the 
molecule. In addition to translation diffusion, intensity fluctuations can occur due to 
ligand–macromolecule binding, rotational diffusion, internal macromolecule dynamics, 
intersystem crossing, and excited-state reactions. Correlation functions are used to 
interpret the collect measurements. Different equations are used to describe each 
process. Typically, two or more processes occur at the same time, affecting the data. 

Figure 1. (a) Image of confocal volume using focused light beam and a confocal aperture (b) Visual 

representation of how an autocorrelation is created via overlap 

(a) (b) 
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Data to Results 

Since the confocal volume also affects the data, it is necessary to account for the 
size and shape. In this work you are going to find the translational diffusion time (𝜏𝐷) and 
translational diffusion coefficient (D) using autocorrelation technique. It is known that the 
translational diffusion coefficient of a molecule is related to its size by the Einstein-Stoke 
relation, given as   

𝐷 =
𝑘𝐵𝑇

6𝜋𝜂𝑟𝐻
 

Where 𝐷 is the translational diffusion coefficient of the molecule, 𝑘𝐵 is the Boltzmann 

constant given as 1.380649 ∗ 10−23𝐽 ∙ 𝐾−1, 𝑇 is the temperature of the sample, and 𝜂 is 
the viscosity of water given as 1.0016 𝑚𝑃𝑎 ∙ 𝑠 at 20 °C, and  𝑟𝐻 is the hydrodynamic radius 
of the sample of interest.  

The translational diffusion coefficient (𝐷) is related to the correlation time (𝜏𝐷) as  

𝜏𝐷 =
𝜔𝑥𝑦

2

4𝐷
 

Where 𝜔𝑥𝑦 is the radius of confocal detection volume in the xy plane. In the following 

procedure, 𝜏𝐷 will experimentally be determined using Kristine and python fitting at 
varying concentrations for Rhodamine 110, a small fluorescent dye that is well classified 
with a translational diffusion coefficient of 4.4 ∗ 10−10 𝑚2 ∙ 𝑠−1. This will allow the radius of 
confocal detection volume (𝜔𝑥𝑦) to be determined. Thus, allowing the hydrodynamic 

radius (𝑟𝐻) of GFP to be determined.    

 

 

 

Figure 2. Flow chart explaining how a well-known system (Rho-110) can be used to determine an 

experimental setup parameter to gain information on an unknown system (GFP) 
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For those who are more interested  

Similarly, the rotational diffusion correlation (𝐷𝜃) is related to the molecule’s radius by 

𝐷𝜃 =
𝑘𝐵𝑇

8𝜋𝜂𝑟𝜃
3  

where 𝑟𝜃 is the radius of the probed molecule. Furthermore, the relation between 
rotational correlation time (𝜏𝜃) and (𝐷𝜃) is given by  

𝜏𝜃 =
1

6𝐷𝜃
  

where 𝜏𝜃 will be determined experimentally using python script allowing 𝑟𝜃to be 
determined using equations (3) and (4) bypassing 𝐷𝜃 entirely, giving 

𝑟𝜃 = √
3𝑘𝐵𝑇𝜏𝜃

4𝜋𝜂

3

  

 

 

Data Fitting Theory  

The autocorrelation function (𝐺(𝜏)) is defined as 

𝐺(𝜏) =
< 𝐹(𝑡) ∙ 𝐹(𝑡 + 𝜏) >

< 𝐹(𝑡) >2
 (1) 

Where 𝐹(𝑡) is the fluorescence intensity at time 𝑡 and 𝜏 is a delay time. One can image 
sliding the fluorescence intensity curve against its self and measuring the overlap for each 
time delay [see figure 1b]. One can use the definition of brightness and consider the 
volume and shape of the detection volume [see figure 1a] to obtain the following 
relationship [see references 2-3 for details] 

𝐺(𝜏) = 𝐺(0) (1 +
4𝐷

𝜔𝑥𝑦
2

)

−1

(1 +
4𝐷𝜏

𝜔𝑧
2

)

−1
2⁄

 (2) 

Here 𝜔𝑥𝑦 is the radius of the confocal detection volume in the xy-plane while 𝜔𝑧 is the 

radius in the z-direction. 𝐺(0) is the amplitude of the correlation curve at 𝜏 = 0 and 𝐷 is 
the translational diffusion coefficient defined previously.  

 Equation 5 is a simplification of Fit #26 used by Kristine to determine the confocal 
detection volume. Kristine uses a slightly more complex fitting to account for various 
fluorescent processes as well as detector settings.  

Including the triplet state the equation becomes 

𝐺(𝑡) = 𝑏 +
1

𝑁
.

1

1 +
𝑥

|Ʈ𝑑|

.
1

√1 +
𝑥

𝑠2. |Ʈ𝑑|

(1 − |𝐵𝑇| + |𝐵𝑇|𝑒
−𝑥
|𝑇𝑡|

  
− |𝐴𝑝| + |𝐴𝑝|. 𝑒

−𝑥
|𝑇𝑝|)               (3) 
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Where b=baseline, N=number of molecules in excitation volume, Ʈ𝑑=diffusion time, 
s=geometric factor for excitation volume and treated as fixed, Bt = amplitude triplet 
state, Tt = triplet kinetic time, Ap = Amplitude photophysical, Tp = triplet/photophysical 
time . 

Also make sure we are using single exponential fit for RHO 110  and two 
exponentials for GFP due to their intrinsic nature . 

 

 

 
 

 

 

References: 

1 . Gel, C., Brockwell, D., Smith, A. et al. Handbook of single molecule fluorescence 
spectroscopy (Oxford University Press on Demand, 2006). 

2 . Lakowicz, J. R. Principles of  Fluorescence spectroscopy (Springer science & business 
media, 2013). 

3 . http://www.fcsxpert.com/classroom/theory/autocorrelation-diffusion-3d.html 

 

 

Experiment 

Material 

1. Sample 

a. Rho-110 for standard curve 

b. Protein of interest Green Fluorescence Protein (GFP) 

c. Carbon filtered Buffer for blank pH=7.5 

2. Carbon filtered deionized water (ddH2O) . 

3. Glass slides 

Figure 3. Fit #26 as used by Kristine. Important parameters are b2 corresponding to the 

translational diffusion time (𝜏𝐷).  
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4. Pipette and tips 

5. Lens paper (it is very important to only use lens paper when cleaning the objective) 

 

Procedure 

1. Prepare your samples in the wetlab, Kinard 217.  

a. For this experiment, you will need two samples: 4 nanomolar (nM) solutions 
of Rho-110 and a 10nM solution of GFP. 

i. You will be provided with a 100nM stock of Rho-110 and GFP. 

ii. Micropipette 96μL  of buffer solution (carbon filtered ddH20 for Rho-
110). 

iii. Add 4μL of 100nM stock of interest (Rho-110). This brings the 
volume to 100μL total.  

iv. Micropipette 98μL  of buffer solution (0.1M PBS for GFP). 

v. Add 2μL of 100nM stock of interest (GFP). This brings the volume to 
100μL total.  

 

b. You will also need to prepare carbon filtered ddH2O and PBS buffer 
solutions.  

i. This will be prepared and done for you. Just make sure to bring some 
to the confocal set up (Kinard 210).  

2. Take your samples to the confocal setup in Kinard 210, for data collection and 
measurement. 

a. Glass slides, pipette and tips as well as lens paper will already be in Kinard 
210. 

3. The laser setup should already be turned on when you arrive. The parameters of 
the laser are controlled using Sepia II. Please do not alter or change any of the 
laser parameters.  

4. Using lens paper, clean the confocal microscope objective.  

Figure 4. Screenshot of Sepia II, the laser control software. Do not alter these settings. 
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5. Pipette 50μL of carbon filtered ddH2O on top of the objective. The H2O will keep 
the index of refraction between the sample, the glass slide and the objective 
similar, allowing for better resolution.  

6. Carefully place the glass slide on top of the ddH2O droplet on the objective. 

7. Pipette 50μL of your sample (this should be your blank, PBS buffer) onto the 
glass slide directly above the objective for measurement. Use the light of the 
laser to ensure your sample drop is centered. 

8. Focus the confocal microscope on your sample using the fine adjustment knob 
(the smaller rotator).  

a. First find the z-axis 
location where the 
laser light is a perfect 
pinpoint. This 
corresponds to the 
laser hitting the 
bottom surface of the 
glass slide. (Location S)  

b. Rotate the fine 
adjustment knob 1.5 
turns counterclockwise 
until you find where the 
laser hits the top of the 
glass slide. (Location T) 

c. Rotate the fine 
adjustment knob 1.5 turns counterclockwise past the top to the glass slide 
to focus the objective in the center of your sample. (Location X) 

Data Collection  

1. Open Hydraharp from the desktop by clicking on the icon. 

 

 

Figure 5. The microscope aperture focuses the laser 

light to create a focal volume where measurements will 

be detected. This focal volume remains in place while 

adjusting z-direction of the glass slide with the fine 

adjustment knob affects the focal volume location on 

the sample stage. At the boundary of the glass slide, 

the laser light is reflected, appearing as a sharp spot. 
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2. Select TTTR mode (shown in the red box). A popup box for setting should 
appear.  

 

3. Select the appropriate 
measurement parameter 
(noted in the red boxes) and 
change the acquisition time 
for T3 mode (this may not 
be necessary but confirm 
the setting) to match that of 
your measurement. Note: 
Time is measured in 
seconds. If you want a 5 
minutes measurement, you 
need to type 300.  
 

4. Then select the file location 
to save the measurements 
(see the green box).  
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5. Select an appropriate location to save 
your measurement files. Remember to 
include proper identifiers such as the date, 
your group name, what is the sample, and 
concentration. Suggestions: In the 
REU_2021 file, create a new file under 
your group’s name. You can save all your 
measurements here. Click ‘Save’ to save 
your file location (shown via red box). The 
file explorer window should automatically 
close. 

6. Then select ‘START’ on the TTTR 
Mode Real-Time Correlator 
window to start the measurement. 
A window like the one below 
should appear. (The image to the 
right shows the location of the start 
button in the red box. Note: It is 
gray in the image since a 
measurement is currently being 
taken.) 

 

7. Repeat steps 7 and 8 in the 
Procedure followed by steps 4 
and 5 of Data Collection to collect 
measurements for the following samples 

a. 4nM Rho-110 

b. 2nM Rho-110 

c. 10nM  GFP 

d. 10nM GFP(Heated) 

Ask your TA for assistance with dilutions if you are unsure. It is recommended to 
mix the dilutions directly on the glass coverslip.  

 

 

 

 

 

Data Analysis 
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1. Using File Explorer, open Kristine for data analysis. Kristine will allow you to split 

your data files to lessen the workload of the computer and determine the 

diffusion lifetime for your molecule of interest.  

2. Once Kristine is open, start by selecting the setup. (Options → Select Setup…).  
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3. This will prompt a 

setup window to 

appear. Select 

“Clemson PQ HHT3 

(PIE, 80 Divider 2 

MHz; 50ns)” (shown 

by the red box) to let 

Kristine know the 

parameter used for 

data collection. This 

ensures the 

appropriate fit. 

 

 

 

 

 

4. You will “Get Parameters from File” (the red button in the yellow box shown for 

emphasis). This prompts a file explorer window to appear. Select one of your 

data files for the computer to analyze the confocal setup parameters. Then click 

okay. (See the red boxes.) 

  

 

 

 

 

 

 

 

 

 

 

 

Splitting Files 
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5. Your data files are currently too large for the desktop computer in 210 to handle. 

To solve this issue, we will split the one large file into smaller files by the number 

of photons. Go to Options → SAVE Split Binary Files (shown via red boxes). 

 

6. Select the data file 

you want to split. 

Then click Accept. 

Make sure to only 

select one data file at 

a time, otherwise 

when the files are 

split, they will be 

combined into the 

same folder. This 

means if you have 

three data files, you 

will need to split files 

three times.  

 

 

7. Make a new folder where the split files will be saved. This will make correlating 

all the files easier later. Select the folder. Make sure to name it appropriately.  
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8 Once the files are split you have to use the kristine again to save the file that can be 

use as input for analysis. For this just click  Operate and from the pops up select correlate 

and once the file are loaded from the left top select file and save for fit , which will save you 

.COR file that can be analyzed by the python scripts. 

 

 

 

Determining Diffusion Lifetime 

You are provided with  python script FCSfitting.py for Rho110 and  FCSfitting_gfp.py for GFP 

which itself will determine the different parameters you are looking for with various fitted curve. 

Only the work you need to do is provide the path in the scripts where your files are. These values 

can be plugged in in the above equations as describe by the fig #2 . ie find ɷ from RHO 110 as 

Td and D is known for it , plug the value of ɷ to obtain rH the hydrodynamic radius for GFP. The 

other values required are obtained from the fit of GFP as show in figure below. Finally, you would 

compare the rH of GFP  among various other methods and compare. Make sure in simulation 

work  the obtained value is radius of gyration rG and is related to rH as rH =0.8* rG for spherical 

object.  
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Denaturation  

Denaturation is process of breaking of many weak linkages or bond within a protein 

molecule that are responsible for highly ordered structure of the protein in its native 

state. Denaturation can be brought about in various ways—e.g., by heating, by 

treatment with alkali, acid, urea, or detergents, and by vigorous shaking depending on 

type of bond and interest of experiments. Here we are using heat as denaturing agent. 

On heating the barrel shape of GFP deforms and we are going to lose the fluorescent 

over time. This will be illustrated by heating the GFP at different temperature like 50°C 

60°C ,70 °C ,80 °C, 90°C etc  for 10 minutes and do the measurement and analysis 

again.  The significant change is seen in terms of the amplitude of the fluorescent in 

autocorrelation curve as 

𝐺(𝑡) ≈
1

𝑁
  and N being the number of fluorescent particles on the confocal volume .The 

curve shown below illustrate the same molar  GFP one being heated at 70°C with 

larger amplitude(white curve) and the other(greenish) native one. 
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Fig illustration of denaturation of GFP by heating , Native state(greenish) has lower 

amplitude than the denatured(white)  

 

Further If one we consider doing a long denaturation over a range of temperature the 

fluorescent property of GFP faded with increasing temperature and we will expect non 

fluorescence (only background) which is represented by the following diagram 
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Questions and Remarks (to be answered on Canvas): 

 

● Give a short summary (<200 words) regarding the methods used today.  

 

● What are some benefits of using this method? What are some limitations? When 
would a researcher look to use this method? 

 

● What data is measured in this method? What results are obtained from this 
method? How does the data and results relate? What is the range of error? How 
accurate are the results?  

 

● Give a summary of the results you obtained today. 
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Protocols for N2B 
Modifying Labeling 

Danielle Latham 
Aug 31, 2023  

 

Expression: 
For purposes of this protocol, I will assume the plasmid has already been transformed into the E. coli 
cell.  

Media: 

• LB Media for Overnight Growth 
o 10mL – I suggest making 100mL within 250mL flask with our small autoclave and 

keeping sterile. 
• LB for Expression 

o 500mL within a 1L flask – This will have to be sterile using the large autoclave on the 
third floor of Jordan.  

Steps: 

1) Within a 50mL conical tube, place 10mL of LB media and add appropriate antibiotic (for the N2B 
samples this is ampicillin. If using 100mg/mL stock, add uL worth of ampicillin that you have mL 
of LB media.) 

2) Add transformed cells (either from plate or glycerol stock) into 50mL conical tube with 
antibiotics and LB. 

3) Angle the 50mL conical tube to maximize surface contact for oxygen intake. Incubate and shake 
at 37*C/225rpm overnight. 

4) In the morning, measure the optical density (OD) and make a glycerol stock if desired. 
a. You do not have to make a glycerol stock if we already have many, but I like to keep at 

least two around in case one becomes contaminated. Glycerol stocks should be 10-20% 
glycerol evenly with the overnight cell culture. Since freezing and thawing affects cell 
viability, glycerol stocks should be kept small 50uL – 250uL.   

5) Place 1L flask with LB media into the incubator to warm it up. Add appropriate antibiotic (for 
N2B this is 100ug/mL of ampicillin) and let the flask rock to mix.  

6) Add the remaining overnight cell culture to the 1L flask. This is going to be your cell flask. 
a. To keep the solution sterile, do NOT add the cells which you measure OD for. 

7) Measure the starting OD for the cell flask and store 1mL within a 1.5mL centrifuge tube to check 
expression later.  

8) Record the OD of your flask every 30 minutes to 1 hour, storing a 1mL fraction for later use.  
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9) When the OD becomes close to 0.60, approximal 2 hours, add 1uM of IPTG (if using the 1M IPTG 
stock, add uL worth of IPTG that you have mL of LB media). 

a. IPTG can expire quickly when in solution. It should be made fresh (less than 2 months) 
and avoid multiple freezing and thawing cycles. 

10) Record the OD of your flask every 30 minutes to 1 hour, storing a 1mL fraction for later use, until 
the OD becomes 1.2 or stabilizes for 1 hour. 

11) Spin down the cell culture. You need to use the appropriate centrifuge tubes and the 
ultracentrifuge on the third floor of Jordan.  

a. I typically do 12,000 rpm for 10 minutes at 4*C. 
b. It helps with the yield if you chill the cells on ice before the spin down. 

12) Remove the LB supernatant and freeze the cell pellet at -20*C.  
a. Typically, I will split the cell pellet into 1 gram fractions. This is done by determining the 

size of the pellet. Resuspending the pellet into 10mL of LB for each gram. Transferring 
the resuspended pellet into 50mL conical tube. Then spinning the pellet down again for 
freezing. This allows multiple attempts for purification as well as frees the centrifuge 
tubes for others use.  

13) With your collected fractions: Spin them down into cell pellets. Remove the LB supernatant. Run 
an SDS page gel with the cell pellets to check for expression.  

a. Normalizing by OD helps, but is only necessary when troubleshooting.  
b. I typically add 80uL of 2x Sample Loading Buffer and pipette to mix before heating.  

 

Purification: 
Buffers: 

• Lysis Buffer (10 mL per sample): 
o 8M Urea 
o 100mM NaH2PO4 
o 10mM TrisBase 
o pH 8.0 (w/ strips = Urea will destroy the probe) 
o 1mM BetaME (added fresh) 

• Ni-NTA Buffers: 
o 20mM NaPO4 pH 7.4 
o 300mM NaCl 
o 4M Urea 
o Imidazole varies: 

 Equilibration = 10mM 
 Wash = 25mM 
 Elution = 250mM 

• Dialysis Labeling Buffer 
o 20mM NaPO4 pH 7.4 
o 300mM NaCl 
o 4M Urea 
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o 1mM TCEP 

Steps:  

1) Resuspend cell pellet with 10 mL of Lysis Buffer 
2) Sonicate resuspended cells with 60% amplitude, 1 second on – 2 seconds off, for 1 minute. Let 

the solution cool for five minutes, the repeat pervious sonication.  
a. Remember to always sonicate on ice to prevent sample overheating. 
b. Remember to always follow hearing safety and ensure the probe is submerged without 

touching the container. 
c. Make sure to collect sample of the resuspension (pre-sonication) and after lysis, but 

before spin down (post-sonication) for an SDS page gel.  
3) Spin the sample down in the centrifuge 4,000*g for 30 minutes. 
4) Collect the supernatant for histag purification using the Ni-NTA column. 

a. Freeze the pellet for later use or discard the pellet in biohazard waste 
5) Follow HisPur Ni-NTA Spin Columns ThermoScientific User Guide for HisTag Purification 

a. Follow the denaturing condition protocol. 
b. Make sure to collect samples of the load, flow thru, and wash for SDS page gel to check 

purification. 
c. Spin columns can be used repetitively, remember to clean after use and note on the 

column how many times it has been used.  
6) Use the nanodrop to record the concentration of the elution from the Ni-NTA columns.  
7) Combine the elution fractions. Set up dialysis within the Dialysis Labeling Buffer overnight at 

4*C.  
a. This is to remove the imidazole from the solution to rebind to the Ni-NTA beads for 

labeling.  
b. I typically used 1.5L for dialysis within the cylindrical glass containers with a lid. 
c. Ensure the dialysis solution is stirring to help drive the chemical gradient. 
d. You can place multiple samples within the same overnight dialysis solution. 

8) The next morning, remove the sample from dialysis. Remeasure the concentration using the 
nanodrop. 

9) Flash freeze extra solution with Liquid Nitrogen and stored at -80*C. Aim for 1.0 mg (or 1mL) 
aliquots.  

 

Labeling with Histag 
• Labeling Buffer: 

o 50mM NaH2PO4 
o 500mM NaCl 
o 2M Urea  
o 1mM TCEP 
o pH 7.5 

• Ni-NTA Equilibration Buffer 
o 20mM NaPO4 pH 7.4 
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o 300mM NaCl 
o 4M Urea 
o 10mM imidazole 

 
1) Within a 1.5mL microcentrifuge tube, place 1mL of Ni-NTA Equilibration Buffer and 50uL of Ni-

NTA Resin beads. Mix the beads via inverting 4-6 times. Gently, spin the beads down (1,000*g 
for 5 minutes). Remove the supernatant, leaving the beads in the microcentrifuge tube.  

a. This removes the storage buffer and preps the beads for binding. 
2) Add 1mg of protein to the microcentrifuge tube with the beads. 

a. This should be a -80*C aliquot for the proteins - if it was prepared correctly. The aliquots 
vary in volume but are normalized in mass.  

3) Allow the microcentrifuge tube to head over tail rock at 4*C for 2 hours. 
a. This allows the binding to the beads.  

4) Gently, spin the beads down (1,000*g for 5 minutes). Remove the liquid, saving a sample to 
check binding via SDS gel.  

a. I also suggest checking this concentration on the nanodrop to determine the amount of 
protein that was bound.  

5) Gently add 100uL of Labeling Buffer to the microcentrifuge tube. Wrap the microcentrifuge 
tubes with Aluminum to protect the dyes from light exposure. 

6) Add 30% of cystine concentration (15% protein concentration) of Alexa488 maleimide and rock 
at room temperature for 2 hours.  

a. This is 0.64uL of 10mM Alexa488 maleimide. 
b. Make sure you are using the maleimide linkers or else the dyes will not bind to the 

cystines. 
7) Wash off excess dye by gently adding 1.5mL of labeling buffer to wash the beads. Let the beads 

rock, head over tail, for 5 minutes at 4*C.  
8) Spin the beads down (1,000*g for 5 minutes). Remove the liquid, leaving the beads behind. 
9) Repeat steps 7-8 three times, or until the solution is clear after rocking. 

a. Keep checking beads for dye colors (aqua) 
b. Check for Donor (yellow) coloring on bead.  

10) Resuspend the bead in 150uL of labeling buffer. 
11) Remove 50L of evenly mixed solution from the microcentrifuge tube into another 

microcentrifuge. This will be your donor only (DO) fraction. Store in 4*C until the elution steps 
(step 17). 

a. You want to make sure to take some of the beads with you. Make sure to mix/flick the 
tube before removing the fraction, otherwise the beads might settle to the bottom. 

12) Add 300% cystine concentration of Alexa647 maleimide to remaining sample and rock at 4*C 
overnight. This will be your double labeled (DA) fraction. 

a. This is 4.8uL of 10mM Alexa647N maleimide 
13) With DA fractions, spin the beads down (1,000*g for 5 minutes). 
14) With DA fractions, gently add 1.0mL of labeling buffer to wash the beads. Let the beads rock, 

head over tail, for 5 minutes at 4*C.  
15) With DA fractions, spin the beads down (1,000*g for 5 minutes). Remove the liquid, leaving the 

beads behind. 
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16) Repeat steps 14-15 three times, or until the solution is clear after rocking. 
a. Keep checking beads for dye colors (aqua) 

17) After the DO and DA fractions are washed, elute them from the Ni-NTA beads. 
a. This is done by adding 250mM imidazole to the labeling buffer. The elution should 

happen very quickly. No need to wait longer than 5 minutes. 
b. For DO: fill solution to 125uL with labeling buffer (This should mean adding 75uL to the 

50uL already there) then simply add 16uL of 2M imidazole to the 125uL of labeling 
buffer. 

c. For DA: after removing the last of the wash buffer, resuspend in 375uL of labeling buffer 
and add 100uL of 2M imidazole 

18) Gently, spin the beads down (1,000*g for 5 minutes). This time collect the solution.  
a. Here should be your eluted, labeled protein. 

19) Use the confocal set up to determine the degree of labeling (how much DA labeling do we really 
have). 

a. See next section for details 
b. Nanodrop can also be used for degree of labeling.  

20) Samples can be aliquoted into 15-25uL and flash frozen with Liquid Nitrogen and stored at -
80*C. 

 

Determining Degree of Labeling 
1) Set up coverside. 
2) Measure BG to ensure buffer is clean. 
3) Add barley any sample for single molecule measurements. 

a. This may require a mid-dilution step 
4) Use Paris to ensure single molecule and modify accordingly. 
5) After stabilization, measure for 30 minutes 
6) Check labeling with various software: 

a. Move data to server 
b. Kristine to split files 
c. Paris for burst selection 
d. Margarita to visualize 

 

Varying Labeling methods 
Method 1: Increasing Dye concentration 
Determine which dye is lacking. 

• If we need more donor: 
o Increase the donor concentration to 50%xC from 30%xC. 
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 This means adding 1.07uL of 10mM Atto488 
• If we need more acceptor: 

o Increase the acceptor concentration to 600%xC from 300%xC. 
 This means adding 9.6uL of 10mM Atto647N 

o Incubate at overnight at room temperature 
 This means incubating at room temperature for Labeling step 12 

Method 2: Labeling both dyes at once 
Simply add both dyes at the same time in varying ratios. Ensure the total dye concentration is always 
300%xprotein.  

• Instead of typical Labeling steps 6-12, you will add both Alexa488 and Alexa647 at the same 
time and incubate at 4*C overnight (I might decide to change this to RT later). This means the 
total dye volume will be 4.8uL if using the 10mM stocks. 

o 50% Alexa488 : 50% Alexa647 
 Do this one first then see how it needs to be adjusted! 
 2.46uL of 10mM Alexa488 
 2.46uL of 10mM Alexa647N 

o  30% Alexa488 : 70% Alexa647 
 1.44uL of 10mM Alexa488 
 3.36uL of 10mM Alexa647N 

o 40% Alexa488: 60% Alexa647N 
 1.92uL of 10mM Alexa488 
 2.88uL of 10mM Alexa647N 

o  (I might add more options later) 
• There will not be a DO fraction for this labeling. That is okay.  
• Follow the wash and elution steps as usual  

Method 3: Acceptor Pre-Label 
Here we are doing to add a little Alexa647 (50%xC) for 30 minutes. Wash 3x. Then adding 50%xC 
Alexa488. Waiting two hours at room temp. Washing 3x, then adding 300%xC Alexa647 incubate 
overnight at 4*C. Wash 5x. There will be no DO fraction in this method either.  

• After Labeling step 5, Add 1.07uL of 10mM Alexa647. Let it incubate, head over tail rocking, for 
30 minutes. 

• Wash the excess dyes 3x times. 
• Continue with Labeling step 6, except add 1.07uL of Alexa488 (50%xC). 
• Continue as normal, except there will be no removal of a donor only fraction (Labeling step 11).  
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12% SDS Gels: 
• Expression Gel: 

o Cell OD fractions to ensure protein is expressing correctly 
• Ni-NTA Purification Gel (Coomassie Blue): 

o Check sample is purified from Ni-NTA Column 
i. Ladder 

ii. Pre-Sonication 
iii. Post-Sonication 
iv. Ni-NTA Load 
v. Ni- NTA Flow Thru 

vi. Ni-NTA Wash 
vii. Ni-NTA Elution 

• Labeling Gel: 
o Check to ensure the samples are labeling correctly 

Image for dyes before staining.  
i. Ladder 

ii. Post-Dialysis  
iii. Post-binding (Step 4) 
iv. Final Wash (D) 
v. Post-Labeling (DO) 

vi. Final Wash (A) 
vii. Post-Labeling (DA) 

We can also do SEC for analytics  
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Appendix H 

Western Blotting Protocol 

 
 



 

Western Blotting 
Prepare and run two similar SDS gels following typical protocol. One gel will be used for typically gel 
imaging (Coomassie Blue). The second gel will be used for membrane transfer. Gels that have been 
stained with Coomassie Blue will not transfer to the membrane.  

Immediately after SDS gels finishing running, start protocol for protein transfer to membrane 

NOTES: 

The membrane should never be touch with gloves. Always use forceps when moving the membrane.  

The protocol is for PVDF membrane with 6xHisTag Alexa488 antibody, but can be modified for other 
membranes and antibodies.  

 

Membrane Transfer 
This protocol uses the Trans-Blot Turbo and Trans-Blot Turbo RTA Transfer kit, PVDF (Cat. #1704272) 
from BioRad following the given protocol.  

1) Mix transfer buffer – the following is for a single transfer (1 sample) multiply the recipe to match 
your number of samples 

a. 16 mL (1 part) 5xTransfer Buffer 
b. 48 mL (3 parts) ddH2O 
c. 16 mL (1 part) ethanol 

i. The solution will turn cloudy upon the addition of ethanol 
2) Wet Transfer Stacks and Membrane 

a. PVDF membrane 
i. Soak in 100% methanol until transparent 

• Membrane will not become completely clear, but opaque 
ii. Soak in 30 mL of 1x Transfer buffer for 2-3 minutes 

b. Transfer Stacks 
i. Soak 2 transfer stacks separated via the blue divider 

ii. 50 mL of 1x Transfer buffer for 2-3 minutes 
• I place the transfer stacks in the plastic box first then pour the transfer 

solution on top to ensure good absorbance 
• Not all solution will be absorbed 

3) Assembly of Cassette for transfer 
a. Taking the cassette from the Trans-Blot Turbo, open and stack  

i. 1st soaked transfer stack 
ii. Wetted membrane 

iii. SDS gel used for transfer 
iv. 2nd soaked transfer stack 



b. Ensure all the parts are laid flat with no air bubbles. Use the roller to remove air bubbles 
and excess liquid.  

c. Close and lock the cassette. Turn the cassette side ways to drain off excess liquid. This 
will help with the transfer. 

4) Run the Transfer 
a. Place the cassette into the Trans-Blot Turbo and select the appropriate running setting 

i. I typically use the preset Turbo options and have gotten good results.  
5) When completed – 

a. The membrane can be immediately blocked or dried for storage 
i. Membrane Storage 

• 4*C for  
• -20*C for  

ii. If blocking, ensure the membrane does not dry out. If the membrane does dry 
out, rehydrate with methanol.  

b. The SDS gel can be disposed or Coomassie stained to check the transfer  

 

Blotting 
Blotting involves using a mixture of unspecific proteins (typically nonfat milk) to cover the empty places 
on the membrane where proteins were not placed during the transfer. Membranes must be blotted 
after transfer to prevent antibodies from sticking to the empty membrane.   

Buffers: 

• TBST 
o 137 mM NaCl 
o 2.7 mM KCl 
o 19 mM TrisBase 
o pH 7.4 
o Filter 0.22 um 
o Add 1mL of Tween20 for each 20L of solution 

 It is important to add Tween20 after the solution is at the proper pH and filtered 
 Tween20 is highly viscous, slow, and careful while pipetting 

• Milk Blocking Buffer 
o 5% milk into TBST = Add 5g of nonfat dry milk into 100 mL of TBST 
o Ensure mixture is well mixed and milk is fully dissolved 
o Gravity filter with filter paper 

Procedure: 

• Ensure membrane is hydrated.  
o If the membrane is dried, rehydrate with methanol then rinse with ddH2O 

• Place membrane in enough blocking buffer to completely cover. 
o I use one of the glass boxes with 20mL of blocking buffer. 

• Place membrane in blocking buffer under agitation (shaking) for 1 hour at 4*C 



• Rinse membrane with TBST by dumping off blocking buffer, adding enough TBST to cover the 
swishing for 10 seconds.  

 

Immunostaining: with conjugated, fluorophore antibody 
This procedure assumes the antibody is conjugated with a fluorophore as well as already diluted and 
prepared. If you have questions on antibody dilution or preparation, see the instructions or notes from 
the antibody provider. Typically, our lab uses conjugated antibodies (the primary/tagging antibody 
comes with the marker/dye already attached). Most antibodies can be saved and used more than once. 
Some antibodies are light sensitive, thus the membrane and antibodies should be kept cover.  

• The blocked membrane should be placed in a fresh solution of TBST containing the conjugated 
antibodies.  

o This can be done using 20mL of TBST antibody solution within glass box OR 
o Place membrane in a 50mL falcon tube ensuring the membrane does not overlap with 

itself. Add 3-5mL of TBST antibody solution 
• Allow membrane with antibody solution to remain agitated (shaking) overnight at 4*C 

o  If using a 50mL falcon tube, use the rocker. Type an extra lid to the bottom of the tube 
creating a perfect cylinder so that the tube rocks straight. Place the tube in the 
‘Antibody Rocking Box’ (a cardboard box) to ensure the tube does not fall off the rocker 
overnight. A pipette box can be inserted into the rocking box if a small number of tubes 
are being used to ensure the tube does not end up stuck.  

 
• The next morning, remove and save the antibody solution 
• Add the same volume of TBST solution to the membrane. Agitate for 20 minutes at 4*C 
• Drain off TBST, then add fresh TBST. Agitate for 20 minutes at 4*C 
• The membrane is now ready for imaging with the ChemiDoc 
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