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ABSTRACT 

The increasing concerns about transportation pollution and fossil fuel depletion 

motivate many studies on vehicle electrification and advanced energy-saving propulsion 

systems. When comparing with traditional internal combustion engine vehicles, electrified 

vehicles, such as battery and supercapacitor electric vehicles, are equipped with more than 

one power source in the hybrid propulsion system, which can save more energy through 

efficient power combinations. Lithium-ion batteries are the preferred choice for energy 

storage in electric vehicles due to their superior energy density and cost-effectiveness. 

Nevertheless, matching the required power input and output leads to in an unwanted growth 

in the size of the battery, and the frequent charge and discharge operations adversely affect 

battery life. To circumvent the challenges mentioned above, researchers have suggested 

the development of combined energy storage solutions that merge the capabilities of both 

batteries and supercapacitors. The supercapacitor aims to increase the range that electric 

vehicles can travel, improve their dynamic performance, prolong the lifespan of batteries, 

and mitigate the strain on batteries during rapid energy spikes by exploiting the high 

instantaneous power capability of the supercapacitor. Energy management strategies are 

formulated based on the capabilities of the hybrid energy storage system comprising 

batteries and supercapacitors, aiming to allocate the optimal power output from the battery 

and supercapacitor for improved vehicle performance, energy efficiency, and battery 

lifecycle. There are several energy management strategies in battery and supercapacitor 

hybrid electric vehicles, which include Dynamic Programming, Equivalent Consumption 

Minimization Strategy, and Model Predictive Control. The state-of-the-art method is the 



iii 
 

reinforcement learning (RL) based energy management strategy. This includes Q-learning, 

Double Q-learning, Deep Q-networks, and Deep deterministic policy gradient methods, 

which have been studied in the problem of energy management for the electric vehicles 

equipped with hybrid energy storage system.  

However, there are still challenges in RL-based electric vehicle energy management 

strategies that need further study. First, the RL methods need many iterations, from 15000 

to 150000, to converge. The RL methods mimic human brain activity to use experiences to 

update the agent, which causes a long training time and computational burden. Thus, 

reducing the number of iterations becomes a critical challenge for RL-based energy 

management strategies. Furthermore, there is a lack of study on the real-time 

implementation of RL algorithms for energy management using existing hardware from 

vehicles. Although the real-time hardware implementation of conventional energy 

management strategies is abundant, the existing hardware in vehicles is challenging to meet 

the high-performance computing requirement of RL-based energy management strategies. 

Advanced hardware products, like GPU from NVIDIA and TPU from Google, are always 

used in computer vision, natural language processing, and AI supercomputing, and it is not 

economically viable to apply these expensive products for electric vehicle energy 

management. Developing the relevant feasible performance learning techniques is very 

important to reduce hardware implementation costs for electric vehicle energy 

management. 

This dissertation addresses these challenges and seeks to contribute to the field in 

several ways. Firstly, a dedicated driving cycle for EVs is developed, providing a realistic 
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representation of driving conditions. Based on this EV driving cycle, an energy 

management strategy is developed by Q-learning to increase energy efficiency and 

minimize battery aging. Then, an advanced energy management strategy is designed by 

imitation learning to decrease the learning time and computational cost associated with Q-

learning. Furthermore, a novel Lithium-Sulfur battery with bilateral solid electrolyte 

interphase is studied and adopted to lower the operating cost of EVs. Lastly, to solve the 

continuous control problem, a deep reinforcement learning-based energy management 

strategy is introduced, which incorporates the digital twin technology for real-time 

implementation. Through these contributions, this dissertation seeks to contribute to the 

comprehension and practical implementation of energy management methods within the 

hybrid energy storage systems utilized in electric vehicles. The research findings hold the 

potential to drive more sustainable and efficient electric vehicle technology while 

considering practical implementation and cost-effectiveness. 
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CHAPTER 1  

INTRODUCTION 

1.1 Research motivation  

As global emission standards for vehicle exhaust tighten, aiming for approximately 100 

g CO2 per kilometer by 2020–2025, the imperative to curb emissions intensifies. Europe 

sets an ambitious goal of 95 g CO2 per kilometer by 2020–2021, with additional 

debasement of 15% by 2025 and 37.5% by 2030, highlighting the urgency of the matter 

[1]. These emission reduction objectives are pushing automobile manufacturers towards 

electrification, a pathway that could satisfy these targets. However, Realizing the full 

benefits of vehicle electrification requires the application of an energy management 

strategy (EMS) for the electric drive systems of these vehicles. Traditionally, the creation 

and verification of EMSs utilize internationally recognized driving cycles, such as the New 

European Driving Cycle (NEDC), Highway Fuel Economy Test Cycle (HWFET), Urban 

Dynamometer Driving Schedule (UDDS), Federal Test Procedure (FTP), European 

Economic Commission 15-mode test cycle (ECE 15), Japanese Industrial Standards 

Committee 08 test cycle (JC08), and Japan 10/15 mode test cycle (J10/15) [2], [3], [4], [5], 

[6]. However, the real-world performance of electric vehicles often diverges significantly 

from estimations based on these ISDCs. Factors such as electric motor drivetrain, 

regenerative braking, transmission, torque delivery, energy conversion, lead to disparities 

in energy consumption estimations [6], [7], [8], [9]. Consequently, energy consumption 



2 
 

estimates for EVs under ISDCs are inherently inaccurate. Hence, there is a need for the 

creation of a specialized driving cycle tailored specifically for EVs. 

In the electrified propulsion system, the energy storage system (ESS) is a vital part. In 

the automotive industry, the lithium-ion battery (LIB) stands out as the prevailing choice 

for ESS owing to its remarkable energy density. Nonetheless, concerns persist regarding 

the cycling life and power density of LIBs, which impede the widespread adoption of 

battery EVs [10]. Conversely, supercapacitors (SC) offer substantially longer lifespan and 

higher power density, albeit at the expense of lower energy density [11]. Another well-

researched ESS is the fuel cell. Although a fuel cell has a moderate power density and high 

energy density, it has the highest capital cost among the three ESSs described above [11]. 

Problems with hydrogen storage also restrict the application of fuel cells. Hence, a perfect 

energy storage system (ESS) capable of meeting all application requirements remains 

elusive. A growingly popular solution for striking a balance between energy density, 

cycling life, power density, and cost is the adoption of hybrid energy storage systems 

(HESS). The associated EMS is formulated to leverage the strengths of different ESSs 

while mitigating their limitations. It manages the power from diverse energy sources to 

satisfy the driver's requirements across different traffic scenarios. Enhancing energy 

utilization and reducing battery wear are among the primary goals of EMS. Theoretically, 

ensuring the fulfillment of the driver's power requirements leads to a nonlinearly 

constrained optimization problem when optimizing the control of multiple energy sources 

simultaneously at each time-step [12]. Various control strategies and mathematical tools 

facilitate the attainment of both global and local optimal solutions for such optimization 
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problems. However, the computational load of such optimization exceeds the capabilities 

of on-board microprocessors. Besides, the designed EMSs may be suitable for some 

specific driving conditions but cannot handle the complexity in the real-world driving 

environment. 

1.2 Research problem statement 

This dissertation aims to develop an energy management system for battery & SC 

EV using deep reinforcement learning (DRL). The proposed approach is capable of real-

time implementation in control systems to achieve optimal control outcomes. The proposed 

EMS will take advantage of different ESSs to accomplish optimal management on a 

system-wide level. Aiming at comprehensively develop the inherent characteristics of EVs 

and design a more accurate EMS for EVs, a dedicated EV driving cycle is needed. 

according to the proposed EV driving cycle, a Q-learning based EMS is designed to 

allocate the power distribution. To reduce the training time, the imitation learning method 

is integrated with the Q-learning-based EMS. By imitating the existing expert experiences 

and heuristic rules, imitation learning can boost the training process to reduce iterations 

and time costs. Although the imitation learning algorithm makes the Q-learning-based 

EMS capable of handling real-time control, it is still trained through a fixed EV driving 

cycle that cannot deal with the complexity and randomness in real-world traffic conditions. 

Also, the Q-learning-based EMS is designed to deal with the discrete optimization 

questions. Therefore, the digital twin technology and DRL algorithms will be introduced 

in the dissertation. The DRL-based EMS can solve continuous optimal energy management 

problems. However, training neural networks in the DRL algorithms causes a heavy 
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computational burden, which exceeds the computing capacity of vehicle on-board 

microprocessor. The digital twin is adopted to handle the computing workload and adjust 

the parameters of the proposed EMS to adapt to different driving conditions. The digital 

twin model operates within a virtual environment, mirroring real-world data, and it absorbs 

real-time information to improve the adaptiveness of the proposed EMS to achieve better 

control performance under different traffic conditions.  

This comprehensive research approach integrates cutting-edge technologies, 

blending DRL algorithms, imitation learning, and digital twin technology. By doing so, it 

strives to bridge the gap between theoretical advancements and practical implementation, 

pushing the boundaries of what is achievable in real-time energy management for EVs. 

1.3 Research challenges 

There are several distinctive challenges in designing and implementing EV driving 

cycle construction, table-based reinforcement learning (RL) energy management strategy 

(EMS), and neural network-based RL EMS. An essential challenge in constructing driving 

cycles is ensuring the representativeness of the developed driving cycle, which could be 

compromised by inaccurate results from driving segment classification. Various 

classification algorithms, such as K-means and fuzzy C-means, have been employed in 

prior research. However, in cases where driving segments must be classified into different 

categories or where the separation between cluster centers is minimal, the clustering 

outcomes may not be optimal, which can lead to local optimality. 
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Challenges also exist in  RL-based EMS. Although RL-based EMS has been gaining 

significant attention recently, it possesses substantial obstacles during real-time 

implementation. Several methods have been adopted to accelerate the training process 

including variable learning rate, which may lead to an unstable control effect after training 

and heavy reliance on past experiences that lowers the control performance. Warm-start 

initialization helps to decrease training intricacies, but it might not achieve globally optimal 

solutions.  

Another challenge lies in the consideration of battery degradation costs, which are a 

significant part of EV's total operating costs. The EMS should be devised in a manner to 

minimize battery aging. Additionally, state-of-the-art battery technologies, such as the 

bilateral solid electrolyte interphase (SEI) Lithium-Sulfur (Li-S) battery, should be 

incorporated to reduce battery investment and prolong battery life [13]. 

Moreover, any designed EMS should be fine-tuned according to the delay and model 

discrepancy when being implemented to solve real-time control. Importantly, existing RL-

based EMSs, though having been designed through simulation by high-performance 

computation platforms, have seldom been applied in industry-level hardware due to 

computational burdens. 

1.4 Contributions 

There are five contributions from this dissertation, which are listed below: 

1. Development and Verification of EV Driving Cycle: 
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A specific EV driving cycle is developed and verified systematically. The proposed 

EV driving cycle forms the foundation for precise EMS for EVs, ensuring the 

realism and applicability of the proposed solutions in real-world driving scenarios. 

2. Construction of RL-based EMS Training and Li-S Battery Application: 

Proposing a Q-learning EMS for EVs, the study delves into EV dynamics, 

emphasizing advanced Li-S battery with new SEI film and diverse HESS 

configurations. The Q-learning EMS with adaptive learning, dynamically optimizes 

real-time energy distribution between the battery and SC, eliminating preset rules. 

Simulations on the established EV driving cycle demonstrate its effectiveness, 

notably in reducing energy consumption and battery degradation. Results showcase 

Q-learning’s practical relevance for enhancing EV energy systems. 

3.  Acceleration of Q-learning Based EMS with imitation learning technology: 

The integration of the imitation learning method significantly accelerates the 

training phase of Q-learning based EMS. This approach effectively reduces EV 

operating costs. By leveraging existing expert experiences and heuristic rules, the 

training cost of Q-learning-based EMS is reduced, making it more efficient in real-

time control scenarios.  

4. Integration of DRL-based EMS with digital twin Technology: 

DRL-based EMSs are studied and integrated with digital twin technology. This 

integration creates a robust framework capable of addressing continuous optimal 

energy management challenges. By blending cutting-edge DRL algorithms with 
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digital twin capabilities, the proposed EMS achieves a higher level of adaptability, 

accuracy, and efficiency in varying driving conditions. 

5. Establishment of Hardware-in-the-Loop (HIL) Test Platform: 

A HIL test platform dedicated to EVs equipped with battery and SCs is established. 

This platform serves as a vital tool for the validation and verification of the proposed 

energy management methods. Through real-time simulations and hardware 

interaction, the efficacy and reliability of the proposed methods are tested, ensuring 

their practical viability and paving the way for future advancements in EV 

technology. 

These contributions collectively enhance the understanding and application of EMSs in 

the realm of EVs, facilitating the transition toward more efficient, adaptive, and sustainable 

transportation solutions. 
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CHAPTER 2  

LITERATURE REVIEW 

The following chapter unfolds as a critical synthesis of the extensive body of literature 

that surrounds the EV’s EMS, shedding light on key theories, methodologies, and findings 

to contextualize and guide the present study. 

2.1 EV driving cycle 

A driving cycle denotes a profile of speed versus time that characterizes typical driving 

patterns observed in a particular city or region [14], [15].  

The driving pattern within each city or region is distinct owing to variations in factors 

such as location, vehicle types, traffic density, ownership rates, urban road configurations, 

and road network structures, all of which profoundly influence the driving cycle [8], [16]. 

Hence, numerous driving cycles have been devised across various nations, as shown in 

Table 2.1. The creation of a driving cycle to represent real-world traffic scenarios  involves 

three primary stages: selecting a test route, collecting data, and constructing the driving 

cycle. Table 2.1 outlines commonly utilized approaches for the three phases involved in 

the creation of driving cycles. 

During route selection, it’s essential to choose a road segment that accurately 

represents the general road conditions and traffic patterns. The chosen test routes could 

encompass a variety of road types, including expressways, arterial roads, sub-arterial roads, 

and branch roads. Key factors in route selection encompass road gradients, traffic volume, 
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origin-destination (O-D) pattern, travel time, population density, and location of business 

districts. In some studies, a particular vehicle’s trajectory is chosen as the test route. For 

instance, the Hamburg driving cycle study selected 12 routes from various buses [17], 

while the Dublin driving cycle study utilized 1485 journeys from seven Mitsubishi EVs 

[7]. In the Florence driving cycle research, a total of 12 different electric vehicles were 

chosen to cover the 2500km route [18]. The Tehran driving cycle study utilized a passenger 

car circuit for its test route [19]. In the Fuzhou driving cycle study, 18 bus routes were 

chosen for analysis [20]. Some studies opt for test routes based on prevailing traffic 

scenarios. For instance, the Edinburgh study focused on six primary city center arteries 

with the peak daily traffic volumes [21], while the Celje study chose a main artery 

representing average daily commuter traffic [22], Similarly, the Mashhad study selected 

two important roads that has the highest traffic volumes [23]. In Aleppo, test routes were 

chosen based on traffic congestion levels and distance between the downtown and the 

University of Aleppo [15]. Colombo adopted test routes by daily traffic volumes [24], and 

Tianjin chose routes with two different traffic scenarios [25]. Several studies recognize 

home-to-work and work-to-home journeys as significant components of daily travel. 

Consequently, test routes are often chosen by O-D patterns or specifically home-to-work 

commute. For instance, in Winnipeg, test routes were selected based on a fleet of 76 

vehicles’ specific O-D options [26], and a similar approach was taken in Sri Lanka where 

test routes were designed by O-D pairs [24]. Additionally, some studies employ random 

selection methods based on experiential knowledge. For instance, in Pune, five main roads 

covering round 55 km were randomly chosen as test routes [27]. In Chennai, a corridor 
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spanning 14 km near the Indian Institute of Technology campus was designated to make 

the test route [28]. Furthermore, certain driving cycles are formulated by taking into 

account factors such as route utilization, traffic conditions, road types, origin-destination 

pairs, and travel durations, as demonstrated in Singapore [29], Hong Kong [8], Hefei [30], 

Eleven Chinese cities [31], and California [32]. 

When examining average real-world driving patterns, three primary approaches are 

commonly employed to gather test data: on-board measurement, chase car, and a hybrid 

approach. The dependability of the on-board measurement method is contingent upon 

factors such as mileage covered and the number of test vehicles utilized. Greater amounts 

of collected test data lead to test results that more closely align with real-world driving 

cycles. Therefore, a large size of data collection is vital, as shown in the research of Dublin 

[7], Hamburg [17], Winnipeg [26], Florence [18], Colombo [24], Tehran [19], Chennai 

[28], Aleppo [15], Sri Lanka [24], Fuzhou [20], and Tianjin [25]. The chase car method is 

a commonly adopted technique for collecting speed-time data of real-world driving cycles. 

In this approaches, a test vehicle follows a target vehicle, following its driving pattern 

within the traffic flow. If the target vehicle stops or turns to inaccessible, the test vehicle 

switches to following other target vehicles randomly. A skilled driver is required to prevent 

data discrepancies arising from potential speed variations between the chasing vehicles and 

target or potential interference between them. Numerous driving cycle studies have utilized 

this chase method, such as Celje [22], Mashhad [23], Edinburgh [21], Pune [27], Hefei [30], 

Beijing, Shanghai, Chongqing, Tianjin, Chengdu, Changchun, Ningbo, Mianyang, Jilin, 

Jiutai, and Zitong [31]. The hybrid approach combines on-board measurement and car 
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chase methods, and it has been applied in the driving cycles obtained for Singapore [29] 

and Hong Kong [8]. 

The phase of constructing a driving cycle includes segmenting original data into 

driving segments, constructing criteria for selecting segments, synthesizing different 

alternative driving cycles by connecting selected driving segments, and establishing a 

specific driving cycle to meet the assessment criteria. The driving segments are segmented 

based on predefined speed and distance intervals to form the driving cycle research in 

Chennai [28], Tehran [19], California [32], Winnipeg [26], or two continuous idling 

periods in Sri Lanka [24] and eleven China cities [31]. The selection criteria for driving 

segments are primarily established through simulation and matching. The matching method 

can involve employing random selection or clustering algorithms to select driving 

segments. This methodology was utilized in developing driving cycles in Edinburgh [21], 

California [32], Celje [22], Winnipeg [26], Florence [18], Tehran [19], Mashhad [23], Pune 

[27], Chennai [28], Aleppo [15], Sri Lanka [24], Singapore [29], Hong Kong [8], Fuzhou 

[20], Tianjin [25], and eleven Chinese cities [31]. The simulation method operates under 

the assumption that a driving cycle adheres to the characteristics of a Markov chain, with 

events occurring in a dedicated sequence. This approach was employed in driving cycle 

studies conducted in Colombo [33], Changchun [34], and Hefei [30]. 

Within the driving cycle development phase, the K-means clustering algorithm stands 

out as the preferred method to classify the driving segments because of its simplicity and 

high efficiency [35]. However, if driving segments have to be clustered to multiple 

categories or the distance between cluster centroid is minimized, the results obtained from 
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the K-means algorithm may exhibit instability and tend to converge to a local optimum. 

Then some studies used the Support Vector Machine to solve this issue [36], but still 

experienced a similar problem of being trapped in a local optimum. 
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Table 2.1 Development methodologies of existing driving cycles 

Region Duration Vehicle type Test route selection Data collection Driving cycle construction 
method Reference 

Dublin 1800s EVs Select 1485 journals OBM 
Learning vector quantization 

neural networks 
[7] 

Edinburgh 826s ICEPVs 
Identify six principal central urban roads with the 

most significant daily vehicle flow" 
CC 

Chosen arbitrarily according 

to the index of traffic volume 
[21] 

California 600s ICEPVs 
Choose city streets, outskirts avenues, and 

expressways 

Floating cars 

data collected 

by CDTPMS 

Arbitrarily chosen from the 

database of speed intervals 
[32] 

Celje 2400s ICEPVs 

Spanning 12.9km, this major route serves as the 

primary entry and exit point for the city, beginning 

and concluding at a designated street 

CC Randomly select [22] 

Hamburg 1200s ICEBs 
Choose 12 urban bus lines to encompass the entire 

city's region. 
HM. 

Choose short journeys based 

on the quality of Fit metric 
[17] 

Winnipeg 3309s PLEVs 
Select routes according to origins and destination 

of 76 volunteers 
OBM 

Arbitrarily choose the 

quantity of categorized short 

trips 

[26] 

Florence 3000s EVs No predefined itinerary OBM 
Choose by chance in line with 

matching  criteria 
[18] 

Tehran 1533s ICEPVs Select private car track as test route OBM 
Choose closest short journey 

toward group hubs 
[19] 
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Mashhad 1000s ICEPVs 

Identify two primary pathways sharing a common 

start and end point, based on their maximum traffic 

flow 

CC 

Creating a varied assortment 

of short trips by the error of 

10 fundamental criteria. 

[23] 

Pune 1533s ICEPVs Select 5 major roads about 55km CC 
Choose short tours within 

predefined flexibility margins 
[27] 

Chennai 1488s 
ICEPVs  & 

motorcycles 

Choose a stretch roughly 14 km surrounding the 

Indian Institute of Technology campus 
OBM 

Arbitrarily choose short 

journeys based on evaluation 

standards 

[28] 

Aleppo 

Urban 

2900s 

Motorway 

900s 

ICEPVs 

The route encompass the entire University of 

Aleppo campus, alongside specific paths 

connecting the City Centre with the University of 

Aleppo, prioritizing routes based on traffic density 

and overall distance 

OBM 
Choose based on specific 

attribute criteria  
[15] 

Colombo 1200s ICELVs Two major trips: intercity and intracity OBM Markov chain [33] 

Sri Lanka- 

expressway 
1200s ICELVs Choose routes by O-D pairs OBM 

Choose sections based on the 

median durations of travel 
[24] 

Singapore 2344s ICEPVs 

Develop 12 principal pathways factoring in usage 

patterns, orientation, central business district, and 

both inner and outer circular roads 

HM 

Partially randomize the 

selection of short journeys 

based on categorized groups 

[29] 

Hong Kong 1200s ICEPVs 

Choose four city paths, one route in the outskirts, 

and four major roadways according to the highest 

yearly average daily traffic counts 

HM. 

Select micro-trips on a 

random basis following 

specific evaluation guidelines 

[8] 
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Note: ICEPVs-Internal Combustion Engine Passenger vehicles; ICELVs-Internal Combustion Engine Light vehicles; ICEBs-Internal Combustion Engine buses; PLEVs-
Plug-in light duty EVs; OBM-On-board measurement; CC-Chase car; HM- Hybrid method of On-board measurement and Chase car; CDTPMS-California Department 
of Transportation Performance Measure System

Hefei 651 ICEPVs 
Choose five exemplary routes based on factors 

such as traffic patterns and driving duration 
CC Markov chain [30] 

Fuzhou 1200s ICEBs Select 18 buses routes OBM 

Choose short journeys based 

on the proximity of each 

journey to the central point of 

the cluster 

[20] 

Tianjin 1100s EVs Choose trial paths in actual traffic scenarios OBM 

Select micro-trips randomly 

based on the outcomes of 

linear discriminant analysis 

categorization 

[25] 

Eleven 

Chinese 

cities 

1200s ICEPVs 

Choose testing paths based on criteria such as 

traffic density, urban scale, types of roadways, 

commercial zones, and dwelling districts 

CC 
Pick randomly based on 

feature parameters 
[31] 
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2.2 RL-based EMS 

On the basis of established EV driving cycle, the design of the EMS for EV can be 

conducted. EMSs are categorized into rule-based EMS, optimization-based EMS, and 

learning-based EMS based on the adopted methods [37]. Rule-based EMSs are created 

using heuristic rules or expert knowledge [12]. offer readily and intuitive implementable 

solutions for energy management challenges [38]. But, the effectiveness of Rule-based 

EMSs relies on expertise heavily and may struggle to address complex scenarios [39]. 

Reference [40] introduces a rule-based EMS capable of controlling both increased thrust 

capabilities and energy recapture through braking across various scenarios. Utilizing 

different modes, the EMS in [40] enhances energy efficiency by 8-25%. In contrast to rule-

based EMSs, optimization-based EMSs are formulated using various optimal methods, 

enabling superior control outcomes and enhanced energy efficiency. Reference [41] 

proposes a method that integrates fuzzy logic control, wavelet transform, and neural 

networks. This approach leads to a 44.22% improvement in regenerative braking energy 

and reduces battery aging by 18% in a testing system comprising a 72 V battery and 96 V 

SC HESS. 

Reference [42] suggests that an optimal power distribution strategy based on convex 

optimization yields improved control effect, resulting in a 5.7% reduction in energy 

consumption. Dynamic programming (DP), a prominent optimization technique, has found 

extensive application in optimizing EMS, often serving as a benchmark for evaluating 

alternative methods [43]. Nevertheless, its high computational complexity poses challenges 

for real-time implementation [44], [45]. 
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Study of RL-based EMSs for electric vehicles is emerging. It utilizes a temporal 

difference learning approach to create optimal control for hybrid electric vehicles (HEV) 

[46]. This method exhibits a more faster convergence rate and delivers superior 

performance even in environments lacking Markovian properties. In [47], a RL-based EMS 

for the PHEV is introduced by data-driven method, taking into account the charging status 

throughout the trip to achieve near-optimal outcomes. Similarly, in [48], an RL-based EMS 

integrated with a terrain knowledge is developed for the PHEV, aiming to reduce battery 

usage and fuel consumption of internal combustion engines. Additionally, reference [48] 

incorporates trip distance as a system state to build the RL environment, the data illustrates 

a clear relationship between the miles yet to be traveled and the total amount of energy 

required. In reference [49], a Q-learning based method is devised to decrease energy usage 

and battery wear. Compared to following a predetermined set of rules, the technique 

proposed in source [49] results in a 1.5-2% increase in the distance the vehicle can travel 

on a single charge, while also decreasing battery wear by 13-20%. In [50], a hybrid model 

predictive control and reinforcement learning approach are integrated to develop an EMS 

for HEVs. The study utilizes Q-learning to tackle the energy management challenge. It 

builds a speed forecasting model by combining fuzzy logic encoding with a nearest 

neighbor prediction approach based on past driving data. Meanwhile, reference [51] 

proposes a reinforcement learning-based energy management system for hybrid energy 

storage systems. This system incorporates a transition probability matrix that adapts over 

time using the Kullback-Leibler (KL) divergence rate and a forgetting index. A novel EMS 

is devised for HEV employing Q-learning, with cloud computing integration to mitigate 
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the computational load during real-time training [52]. Another approach, referenced as [53] 

adopts fuzzy logic control to enhance the Q-learning technique to formulate the EMS for 

HEV. This method adjusts the parameters of fuzzy logic using Q values and integrates a 

neural network for estimating the action-value function. Furthermore, a hybrid electric 

tracked vehicle benefits from an online predictive EMS achieved through the fusion of a 

fuzzy logic controller and RL method [54]. This integration aims to mitigate the impact of 

prediction inaccuracies. In another study [55] an online RL-driven EMS for HEV is 

introduced, employing Q-learning. The reward function in this approach is shaped by the 

weighted values derived from fuel usage and battery energy. 

2.3 Imitation Q-learning based EMS 

RL method has emerged as a powerful technique for training agents to perform tasks 

in complex and dynamic environments. Although the RL-based EMS has achieved 

progresses in this field, there still are obstacles to compensate the application of RL-based 

methods. Traditionally, RL algorithms require substantial exploration and trial-and-error 

to discover optimal policies. However, this process can be time-consuming, costly, and 

inefficient, especially in scenarios where an expert already possesses the desired behavior. 

Imitation learning, also known as learning from demonstrations or apprenticeship learning, 

offers a promising alternative by allowing agents to directly imitate the behavior 

demonstrated by human experts [56] . this approach aims to bridge the gap between human 

expertise and the learning process of autonomous agents. By observing and imitating expert 

demonstrations, agents can learn to perform tasks in a manner similar to the demonstrated 

behavior, reducing the need for extensive exploration. Imitation learning techniques can be 
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broadly classified into two primary categories: behavioral cloning and policy learning. 

Behavioral cloning algorithms learn to mimic the expert's actions exactly, while policy 

learning algorithms learn to predict the expert's policy, which is a mapping from states to 

actions. The techniques of imitation learning have been effectively utilized across 

numerous domains, including robotics, autonomous driving, game playing, and natural 

language processing. For example, imitation learning has been used to train robots to 

perform tasks such as walking, picking up objects, and manipulating tools. It has also been 

used to train self-driving cars to navigate roads and avoid obstacles. 

2.4 Digital twin integration and DRL-based EMS 

The proposed imitation Q-learning based EMS can obtain optimal control performance 

and can be able to apply for real-time control problem. However, the proposed method is 

a great solution for discrete problem but cannot handle the continuous problem. To solve 

the continuous optimal problem, this dissertation integrates the digital twin technology and 

DRL method. The NASA Apollo space program pioneered the concept of the 'digital twin,' 

utilizing two identical space vehicles. One vehicle, stationed on Earth, mirrored, simulated, 

and forecasted the conditions of its counterpart in space. This Earth-bound vehicle served 

as the twin to the spacecraft executing the mission in space [57]. In reference to the work 

cited in [58], a simulation digital twin model for EVs was proposed. This model aims to 

forecast and analyze the impacts of various parameters on the performance attributes of 

EVs. Additionally, reference [59] presented a digital twin model focused on the 

temperature-energy consumption dimension, derived from the conventional model. This 

model is utilized to forecast the energy consumption of EVs and validate the method's 
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feasibility. In contrast to table-based RL methods, approximate-based RL methods driven 

by neural networks are gaining popularity in the domain of EMS. A deep Q-network (DQN) 

based EMS for PHEVs is proposed that the performances of both standard DQN and 

dueling DQN are evaluated and compared [44]. The comparison results indicate that the 

dueling DQN can converge faster than the normal DQN. The deep deterministic policy 

gradient (DDPG) method are incorporated to achieve continuous control solutions in EMS 

[45]. The DDPG-based EMS for PHEV does not ask for the discretization of states and 

actions [45]. The proximal policy optimization (PPO) is known as a DRL algorithm to 

solve the continuous action space, which illustrates that the agent can update the policy 

robustly through the local controller in the training process [60]. A DRL-based EMS is 

suggested for electric buses based on soft actor-critic method, aimed at effectively 

managing the energy distribution among various power sources. Comparative analysis 

between DQN-based and soft actor-critic-based EMS demonstrates that the soft actor-critic 

EMS exhibits superior optimization performance and quicker convergence [61]. The 

DDPG algorithm is utilized to develop a DRL based EMS. However, issues of 

overestimation have affected its performance. In response, the Twin Delayed DDPG (TD3) 

algorithm is integrated to derive the EMS [62]. Comparative analysis with DQN and DDPG 

indicates that the TD3 algorithm demonstrates superior manage effectiveness. 
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CHAPTER 3   

ELECTRIC VEHICLE DRIVING CYCLE CONSTRUCTION 

This chapter introduces a methodical and pragmatic approach to develop a driving 

cycle that accurately captures the typical driving patterns experienced EVs. The 

methodology addresses four key aspects: identifying an appropriate testing route, gathering 

real-world vehicle operational data, processing and analyzing the collected data, and finally 

synthesizing a representative driving cycle profile. In the step of processing data, the 

dimensions of motion characteristic parameters are diminished by the principal component 

analysis (PCA) method. Furthermore, a hybrid algorithm combining the Self-Organizing 

Map (SOM) and Support Vector Machine (SVM) is utilized for the classification of driving 

segments. The process of generating the EV driving cycle leverages probabilistic 

techniques, specifically employing Markov models and Monte Carlo simulations. Crucial 

factors in identifying the most realistic driving cycle include the relative deviation from 

actual data, specific performance metrics, and the probabilistic distributions of vehicle 

speeds and accelerations. Following cycle construction, the characteristic parameters, 

driving range capabilities, and energy usage are evaluated across the different synthesized 

driving cycles. 

3.1 Research gaps and proposed methods 

A driving cycle is a chronological sequence of vehicle speeds that represents typical 

driving behaviors observed in specific regions or cities over time [14], [15], plays a pivotal 

role in monitoring various aspects of vehicle performance, including fuel usage and tailpipe 



22 
 

discharges for ICEVs [63], [64]. Additionally, it serves as a fundamental metric for 

assessing energy consumption, driving range, and EMS of EVs. Furthermore, driving 

cycles play a crucial role in conducting simulation experiments on a laboratory chassis 

dynamometer and developing car model simulation techniques. In the realm of vehicle 

design and the development of next generation vehicles, driving cycles function as uniform 

measurement processes for certification and evaluation [7], [19].  

However, there exists a significant research gap concerning the design and utilization 

of dedicated EV driving cycles [65]. Most existing study on EV design, control strategies, 

and EMSs relies on driving cycles established for ICEVs. These ISDCs are often based on 

data obtained through ICEVs, those are powered by internal combustion engines, but EVs 

draw energy from batteries and employ electric motors for propulsion. The unique torque 

and power characteristics of electric motors, distinct from internal combustion engines, 

contribute to distinctive starting, acceleration, and driving features in EVs compared to 

ICEVs. Furthermore, EVs showcase distinct braking performance and sensations owing to 

electric motor regenerative braking systems. These embedded variations in driving and 

deceleration mechanisms give rise to differences in driving cycles between EVs and ICEVs. 

Earlier endeavors to formulate driving cycles specific to EVs include the study by Brady 

et al., where they gathered 1485 driving logs from the Dublin region. They then employed 

learning vector quantization neural networks to synthesize an 1800-second EV driving 

cycle based on this data [7]. In another effort, Smith et al. collected real-world driving data 

from 76 plug-in hybrid electric vehicles in Winnipeg. Their approach involved randomly 

selecting and combining shorter micro-trip segments to construct a representative driving 
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cycle [26]. The dynamic characteristics and temporal aspects of the driving pattern have 

been overlooked by these two methods. To bridge the gap, this dissertation integrate the 

Markov chain and Monte Carlo techniques to establish the EV driving cycle. This 

technique properly reflects the dynamic aspects of real-world driving patterns and the 

temporal correlations before and after certain events.. The detailed methodology for this 

development process is illustrated in Fig 3.1. 
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Fig 3.1 The Methodology for EV driving cycle construction 
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3.2 Test route selection 

The selection of an appropriate test route is critical, as it should accurately reflect the 

driving patterns in a city or area, ensuring the collected representativeness of the data [16], 

[23]. In the selecting test route, it is normally essential to evaluate parameters such as road 

type, urban layout, traffic volume, driving speeds, distribution of population density, and 

origin-destination (O-D) patterns [16], [23], [24], [66]. In prior research efforts, the process 

of identifying influencing factors and subsequently selecting test routes has largely relied 

on subjective and qualitative assessments by the researchers themselves. The typical 

approach has involved leveraging the researchers' personal familiarity and comprehension 

of the local traffic conditions to inform their choices regarding suitable test routes, relying 

on experience rather than quantitative analysis and scientific methods [8], [16]. This 

dissertation introduces a novel approach that combines qualitative and quantitative 

analyses to design test routes. Firstly, an analysis and calculation of the road network 

distribution and composition of road types were conducted. Subsequently, an investigation 

into the traffic flow across different types of roads during various time periods was carried 

out. Utilizing data on the road network layout and traffic flow patterns, a sampling survey 

methodology is employed to determine the appropriate lengths for the test routes. 

Additionally, the Analytic Hierarchy Process (AHP) technique is applied to establish the 

proportional composition of various road types to be included within the selected test routes. 

With the analysis and criteria established, the specific test route is devised, taking into 

consideration a range of factors and actual road conditions. This comprehensive approach 

integrates quantitative data with qualitative factors. By synthesizing road network 
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distribution, traffic flow data, and various road types, the test routes were meticulously 

designed. This methodological fusion of quantitative precision and qualitative 

understanding ensures that the selected routes comprehensively represent actual driving 

conditions, providing a solid foundation for meaningful data collection and analysis. 

The process begins with the formulation of a multi-level hierarchical model, where the 

overall objective is divided into three tiers: the overarching goal, the set of evaluation 

criteria, and the alternative scheme options, as illustrated in Fig 3.2. 

Travel route selection

Road conditions Traffic conditions Driving time Driving distanceFamiliarityEconomyConvenience

Secondary roadsMain roads Branch roadsExpressways

Target hierarchy

Criterion hierarchy

Scheme hierarchy  

Fig 3.2 The hierarchical structure model 

The next step involves creating a pairwise comparison matrix. This matrix captures 

the relative importance or priority of each element within a given tier, when evaluated 

against the higher-level tier it belongs to. The values in the judgment matrix are quantified 

based on the Eq (3.1) provided. 

𝐴𝐴 = (𝑎𝑎𝑖𝑖𝑖𝑖)𝑛𝑛∗𝑛𝑛 ,𝑎𝑎𝑖𝑖𝑖𝑖 > 0, 𝑎𝑎𝑖𝑖𝑖𝑖 =
1
𝑎𝑎𝑖𝑖𝑖𝑖

(𝑖𝑖, 𝑗𝑗 = 1,2, … , 𝑛𝑛) 

(3.1) 

In the equation provided, ija  represents the ratio of the importance of factor i  to factor 

j  relative to the upper hierarchy, and jia  represents the ratio of the importance of factor 
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j  to factor i  to the upper hierarchy. Following Saaty’s recommendation [67], the value of 

ija  typically ranges from 1 to 9, or its reciprocal, depending on the scale chosen. 

The third phase involves assessing the logical consistency of the pairwise comparison 

matrices constructed for each criterion in the hierarchy. The consistency of each matrix is 

evaluated by calculating a consistency index, as expressed through the Eq (3.2). 

𝐶𝐶𝐶𝐶 =
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑛𝑛
𝑛𝑛 − 1  

(3.2) 

In the equation provided, maxλ  represents the biggest eigenvalue of the judgment 

matrix, and n  represents the dimension of the judgment matrix. 

The random consistency index RI  is used to assess consistency, as depicted in Eq. 

(3.3). The smaller the CI , the larger the consistency. 

𝑅𝑅𝑅𝑅 =
𝐶𝐶𝐶𝐶1 + 𝐶𝐶𝐶𝐶1 + ⋯+ 𝐶𝐶𝐶𝐶𝑛𝑛

𝑛𝑛
 

(3.3) 

The random consistency index RI  is associated with the judgment matrix. Typically, 

as the order of the matrix increases, there's a higher likelihood of random deviation 

affecting consistency. The corresponding relationship is detailed in Table 3.1. 

Table 3.1 The value of the random consistency index 

Order 

of 

matrix 

1 2 3 4 5 6 7 8 9 10 

RI  0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 
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Considering that consistency deviation might arise due to random factors, it is essential 

to compare the consistency index 𝐶𝐶𝐶𝐶 with a threshold to determine whether the judgment 

matrix can satisfy the consistency. The coefficient is expressed in Eq. (3.4). 

𝐶𝐶𝐶𝐶 =
𝐶𝐶𝐶𝐶
𝑅𝑅𝑅𝑅

 

(3.4) 

In general, if 𝐶𝐶𝐶𝐶 is less than 0.1, the judgment matrix is deemed to pass the consistency 

test, indicating satisfactory consistency. Otherwise, if 𝐶𝐶𝐶𝐶 exceeds 0.1, the judgment matrix 

lacks satisfactory consistency. 

The 𝐶𝐶𝐶𝐶 of each judgment matrix was determined as follows: {0.0320, 0.0171, 0.0039, 

0.0077, 0.0079, 0.0265, 0.0265, 0.0039}. Since all of the  𝐶𝐶𝐶𝐶  are less than 0.1;, the 

consistency of judgment matrices is regarded satisfactory. 

The fourth step involves calculating the weight of each option in relation to the overall 

decision goal, as given in Eq. (3.5).  
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0.2761 0.3056 0.3056 0.1127
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0.4531 0.2616 0.1671 0.1182
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      

 

(3.5) 

In Eq. (3.5), 0ω , 1ω , 2ω , 3ω , 4ω , 5ω , 6ω , 7ω  represent the weights of each option 

in relation to the overall decision objective. 
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Finally, the designed test route is 38.46 km in total. The percentage and length of 

different kinds of roads are indicated in Table 3.2. 

Table 3.2 Proportion and length of various types of test roads  

Road type Expressways Main roads Secondary roads Branch roads 

Proportion (%) 30.54 26.52 24.55 18.39 

Length (km) 11.75 10.20 9.44 7.07 

During the determination of test routes, comprehensive factors were considered, 

including the urban road network structure, central business district, O-D pattern, 

population density, regional disparities, traffic volume, test sample size, percentage of 

various test road, as well as other factors including the placement of test equipment and 

EV charging stations. Consequently, a ring test route, 38.26 km in length, was designed for 

this study. The finalized test routes are depicted in Fig 3.3. 

 

Fig 3.3 Test routes 
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3.3 Data collection and processing 

The data collection is based on my previous work [35], [68]. Within the test, a pure 

electric taxi vehicle was chosen as the test vehicle to minimize vigilance of the driver of 

the chased vehicle [16]. The type of collected data are outlined in Table 3.3. 

Table 3.3 Driving data type  

Parameters Sign Unit 

Driving time T s 

Velocity v km/h 

Driving distance s km 

Longitude long ° 

Latitude lat ° 

Altitude H m 

Acceleration in X-axis ax g 

Acceleration in Y-axis ay g 

Acceleration in Z-axis az g 

Electric motor torque eT N/m 

Electric motor speed eN r/min 

Electric motor power eP kw 

Engine torque T N/m 

Engine speed N r/min 

Engine power P kw 

Power bus voltage U v 

Power bus current I A 

Break pedal status strain/loosen / 
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The sampling frequency is a critical determinant of data authenticity and accuracy, 

which impacts the establish of the driving cycle. An excessively high frequency not only 

escalates the workload in processing data, but also generates spikes in the acceleration 

phase, leading to an overly aggressive driving cycle representation. Conversely, an overly 

low sampling frequency might filter out crucial data characterizing vehicle acceleration 

and deceleration. In this dissertation, the selection of the appropriate sampling frequency 

was meticulously assessed. The focus was on the acceleration characteristic derived from 

speed-time differentials. To establish the ideal frequency, the correlation coefficient 

between estimated acceleration at sampling intervals of 10 Hz, 1 Hz, and 0.1 Hz, and the 

observed acceleration collected by the inertial navigation system was evaluated. The results 

revealed a correlation coefficient of 99.51% at 10 Hz, 98.24% at 1 Hz, and 47.47% at 0.1 

Hz. While a 10 Hz sampling frequency displayed the highest correlation, the associated 

data processing workload was tenfold higher than that of 1 Hz. Consequently, considering 

both data accuracy and practical burden, a sampling frequency of 1 Hz was deemed optimal 

for the vehicle operation data collection process. This choice strikes a balance between data 

accuracy and the feasibility of data processing, ensuring a robust foundation for the 

construction of the driving cycle. The collection of driving data is conducted through test 

vehicles traversing predefined routes for a duration of seven days under authentic traffic 

conditions. The acquired real-world driving data are subsequently categorized into peak 

traffic and off-peak traffic datasets based on the results of a traffic flow survey. 

Comparative analyses of the distinctive characteristics exhibited by the EV and ICEV in 

diverse traffic scenarios are depicted and illustrated in on Fig 3.4 and Fig 3.5. 
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Fig 3.4 EV and ICEV driving data comparison during peak traffic 

 

Fig 3.5 EV and ICEV driving data comparison during off-peak traffic 
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The comparative analyses reveal that, irrespective of the traffic status being peak or 

off-peak, acceleration and deceleration consistently constitute a significant proportion of 

the gathered data. In the peak traffic condition, the EV driving acceleration part and 

deceleration part are 20.69% and 40.00% larger than the acceleration and deceleration of 

ICEV driving data. Notably, the EV exhibits larger average acceleration by 18.87% and 

higher standard deviation of acceleration 17.78%, compared to the ICEV in both traffic 

scenarios. However, the average velocities of the EV surpass those of the ICEV to a lesser 

extent at 2.54% and 1.50% in both traffic conditions, as the similar traffic flow mitigates 

the advantage of acceleration in the EV, resulting in a marginally higher average velocity. 

This observation suggests that despite the similarity in average speed between EVs and 

ICEVs, substantial disparities in the dynamic characteristics such as acceleration and 

deceleration underscore the necessity for a distinct driving cycle to effectively assess the 

performance of EVs. Consequently, this dissertation introduces a dedicated EV driving 

cycle tailored to capture and evaluate the specific characteristics of EVs’ dynamics. 

within data processing phase, the gathering of original driving data is initially sliced 

into driving segments. These segments are then grouped together based on similarities 

using SOM and SVM classification methods. The cluster group comprises driving 

segments with similar pattern, such as comparable traffic scenarios. The detailed steps 

involved in this process are as follows: 

The collected data is separated into different driving segments by the threshold value 

of acceleration and velocity by Eq (3.6). driving data received from the EV and ICEV are 

separated to 16045 and 13479 driving segments. 
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2

2 2

2 2

acceleration   0.15m/s  
deceleration 0.15m/s

  
uniform 2m/s 0.15m/s 0.15m/s
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v a
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 ≥
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≤ −


≥ Λ − < <
 < Λ − < <

 

(3.6) 

In the combined approach using SOM and SVM for classifying kinematic segments, 

the SOM results are utilized as the training set for the SVM. Typically, in previous 

literature, the training set is generated using algorithms like K-Means clustering. For 

instance, in driving cycle studies for Dublin [7], Tehran [19], Fuzhou [20], and Florence 

[18]. Although the K-Means is efficient in clustering data, its results are highly dependent 

on the choice of clustering kernel. Variations in clustering kernels can lead to significant 

discrepancies in classified results, resulting in instability. within this dissertation, SOM is 

employed to mitigate the vibration of classification results. The SVM is then updated using 

the clustering outcomes of SOM to enhance clustering performance and achieve a near-

optimal result. This approach aims to improve the stability and accuracy of the clustering 

process by leveraging SOM's ability to capture underlying data structures and patterns. 

 SOM is an unsupervised competitive machine learning algorithm that has been 

applied in clustering, dimensionality reduction, and high dimensional visualization. The 

algorithm assumes that there are some topological structures in the input object, The 

process of transforming data from a high-dimensional input space to a lower-dimensional 

output space serves to reduce the dimensions while preserving the underlying topological 

structure intact. SOM consists of two neural networks, the input layer and the competitive 

layer. The input layer can be a vector of any dimension, which is connected with the 
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competitive layer fully. The competitive layer is also the output layer, which is composed 

of neurons with vectors of weights. These neurons have topological relationships with each 

other, and every neuron in the input layer is connected to each competitive neuron .  

In the training process, a competitive strategy is adopted. That is, each input sample 

finds a neuron in the output layer that best matches its pattern, The neurons in the output 

layer engage in competition to determine activation, with only a single output neuron being 

activated. Then, the neuron is regarded as the activating neuron, also known as the winning 

neuron. When the status of the other neurons is deactivated, only the winning neuron has 

the authority to adjust the weights. The learning strategy of SOM differs from competitive 

learning in that not only does the winning neuron need to adjust its weight, but other 

neurons will also undergo weights adjustments in the winning neighborhood by the 

influence of the winning neuron. The training approach is to calculate the distance between 

the vector of weight for each neuron and each sample. The neuron with the smallest 

distance wins, and the winning neuron’s weight vectors and its neighboring neurons will 

be adjusted according to the distance. This process iterates until it converges, with each 

winning neuron representing a clustered class. 

The flow of SOM is as follows: 

Let 𝑋𝑋𝑛𝑛∗𝑘𝑘  denote the input sample where  𝑋𝑋𝑛𝑛∗𝑘𝑘 = (𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑘𝑘), with n representing 

the number of samples and k representing the number of features. The competitive layer 

consists of m neurons, equipped with a weight vector 𝑤𝑤𝑗𝑗 = �𝑤𝑤𝑗𝑗1,𝑤𝑤𝑗𝑗2, … ,𝑤𝑤𝑗𝑗𝑗𝑗�, 𝑗𝑗 =

1,2, … ,𝑚𝑚. 
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1) Calculate the quantity of neurons within the competitive layer, and initialize the 

weight vector 𝑤𝑤𝑗𝑗 with random values for every neuron. Define the starting neighborhood 

𝑁𝑁𝑗𝑗(0)  with a broader setting that will progressively reduce as the training iterations 

advance, ultimately converging the neighborhood radius to zero. 

2) Normalize both the sample data and the weight vectors to convert them into unit 

length while maintaining their original orientation. The normalization process is 

demonstrated as follows: 

𝑋𝑋�𝑃𝑃 =
𝑋𝑋𝑝𝑝
�𝑋𝑋𝑝𝑝�

,𝑝𝑝 = 1,2, … , 𝑛𝑛 

(3.7) 

𝑤𝑤�𝑗𝑗 =
𝑤𝑤𝑗𝑗
�𝑤𝑤𝑗𝑗�

, 𝑗𝑗 = 1,2, … ,𝑚𝑚 

(3.8) 

where 𝑋𝑋𝑝𝑝 = (𝑥𝑥𝑝𝑝1,𝑥𝑥𝑝𝑝2, … , 𝑥𝑥𝑝𝑝𝑝𝑝) is the p-th sample data, and 𝑤𝑤𝑗𝑗 is the weight vector. 

3) Compute the cosine similarity of the normalized input vector 𝑋𝑋�𝑃𝑃 and the normalized 

weight vector 𝑤𝑤�𝑗𝑗 , and identify the neuron 𝑗𝑗∗  with the highest cosine similarity as the 

winning neuron. Subsequently, determine the winning neighborhood and update the 

weights vectors of all neurons within that neighborhood. The updated weights can be 

calculated as follows: 

𝑤𝑤𝑗𝑗𝑗𝑗(𝑡𝑡 + 1) = 𝑤𝑤𝑗𝑗𝑗𝑗(𝑡𝑡) + 𝜂𝜂(𝑡𝑡, 𝑠𝑠)�𝑥𝑥𝑝𝑝𝑝𝑝 − 𝑤𝑤𝑗𝑗𝑗𝑗(𝑡𝑡)�, 𝑖𝑖 = 1,2, … ,𝑘𝑘, 𝑗𝑗 ∈ 𝑁𝑁𝑗𝑗∗(𝑡𝑡) 

(3.9) 

where 𝑥𝑥𝑝𝑝𝑝𝑝  is the i-th characteristic of the p-th sample data, 𝑤𝑤𝑗𝑗𝑗𝑗(𝑡𝑡) denotes the weight vector 

component i of neuron j at time t, and 𝜂𝜂(𝑡𝑡, 𝑠𝑠) represents the learning rate, that is determined 



37 
 

by the Euclidean distance of neuron j and the winning neuron 𝑗𝑗∗  within the winning 

neighborhood. The learning rate can be expressed as follows: 

𝜂𝜂(𝑡𝑡, 𝑠𝑠) = 𝛼𝛼(𝑡𝑡)𝑒𝑒−𝑠𝑠 =
𝑒𝑒−𝑠𝑠

𝑡𝑡 + 2 

(3.10) 

4) Proceed with the iteration process until reaching either the highest quantity of iterations 

or when the learning rate drops below the designated threshold. At this point, conclude the 

training process. For clustering data that may not be easily separated by straight lines, SVM 

clustering offers an advantage by finding clusters in higher dimensional spaces. This 

method involves mapping the input data, which may not be separable in the input space, 

into a high-dimensional kernel space using a kernel function. Through this method, the 

algorithm can efficiently cluster data sets featuring non-uniform cluster boundaries. 

However, it is important to note that SVM is an algorithm used in supervised learning, 

which necessitates the selection of suitable samples for training the model. Additionally, , 

the choice of kernel function often falls on the Gaussian radial basis function since it can 

manage the complexity of the model and accurately define the high-dimensional spatial 

structure.  

To quantitatively analyze the classification results of the driving segments, the Davies-

Bouldin (DB) and Silhouette indices are utilized to assess the clustering results. The DB 

index calculates the average maximum similarity between a cluster and all other clusters 

in a dataset, and it can be computed as follows: 
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𝑅𝑅� =
1
𝑛𝑛�𝑅𝑅𝑖𝑖 =

1
𝑛𝑛�max

𝑖𝑖≠𝑗𝑗
(𝑅𝑅𝑖𝑖𝑖𝑖) =

𝑛𝑛

𝑖𝑖=1

1
𝑛𝑛�max

𝑖𝑖≠𝑗𝑗
[
𝜎𝜎𝑖𝑖+𝜎𝜎𝑗𝑗
𝑙𝑙(𝑐𝑐𝑖𝑖 , 𝑐𝑐𝑗𝑗)

]
𝑛𝑛

𝑖𝑖=1

𝑛𝑛

𝑖𝑖=1

 

(3.11) 

𝜎𝜎𝑖𝑖 = �1
𝑡𝑡𝑖𝑖
�|𝑥𝑥𝑖𝑖𝑖𝑖 − 𝑐𝑐𝑖𝑖|𝑝𝑝
𝑡𝑡𝑖𝑖

𝑘𝑘=1

1 𝑝𝑝�

 

(3.12) 

where 𝑅𝑅𝑖𝑖 represents the maximum similarity between the 𝑖𝑖-th cluster and all other clusters; 

𝑅𝑅𝑖𝑖𝑖𝑖  denotes the similarity between the 𝑖𝑖-th cluster and the 𝑗𝑗-th cluster; 𝜎𝜎𝑖𝑖  signifies the 

dispersion degree index of all data in the 𝑖𝑖-th set, with 𝜎𝜎𝑖𝑖 being the standard deviation of 

the 𝑖𝑖-th cluster when p is equal to 2; 𝑙𝑙(𝑐𝑐𝑖𝑖, 𝑐𝑐𝑗𝑗) corresponds to the Euclidean distance between 

the centroids of the 𝑖𝑖-th and 𝑗𝑗-th clusters; 𝑡𝑡𝑖𝑖 indicates the volume of the 𝑖𝑖-th cluster; 𝑥𝑥𝑖𝑖𝑖𝑖 

represents the 𝑘𝑘-th element in the 𝑖𝑖-th cluster; and 𝑐𝑐𝑖𝑖 denotes the centroid of the 𝑖𝑖-th cluster. 

The Silhouette index is employed to assess the clustering effectiveness of various 

cluster kernels within the same clustering approch and to gauge the effectiveness of various 

classification techniques. The Silhouette index value is calculated using Eq. (3.13), with its 

value falling within the range of -1 to 1." 

𝑆𝑆(𝑖𝑖) =
𝑏𝑏(𝑖𝑖)− 𝑎𝑎(𝑖𝑖)

𝑚𝑚𝑚𝑚𝑚𝑚[𝑎𝑎(𝑖𝑖), 𝑏𝑏(𝑖𝑖)] =

⎩
⎪
⎨

⎪
⎧1−

𝑎𝑎(𝑖𝑖)
𝑏𝑏(𝑖𝑖) , 𝑎𝑎(𝑖𝑖) < 𝑏𝑏(𝑖𝑖) 

0         ,   𝑎𝑎(𝑖𝑖) = 𝑏𝑏(𝑖𝑖)
𝑏𝑏(𝑖𝑖)
𝑎𝑎(𝑖𝑖)− 1, 𝑎𝑎(𝑖𝑖) > 𝑏𝑏(𝑖𝑖) 

 

(3.13) 

In one cluster, 𝑎𝑎(𝑖𝑖) signifies the mean distance between the 𝑖𝑖-th entity and all other entities 

within the same cluster. Conversely, 𝑏𝑏(𝑖𝑖) represents the shortest distance between the 𝑖𝑖-th 
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entity in a chosen group and all entities in the remaining clusters. These parameters are 

crucial in calculating the DB index and Silhouette index, which are further detailed in Table 

3.4.  

Table 3.4 Classification index of different method 

Index SOM & SVM K-Means & SVM 

DB index 0.9578 1.1077 

Silhouette index 0.5045 0.4529 

 

The information conveyed by Eq. (3.11) suggests that a reduced 𝑅𝑅𝑖𝑖𝑖𝑖 value results in 

less pronounced similarity between two clusters. This implies that while homogeneity 

within one cluster is not as evident, there is a considerable disparity between the two 

clusters. The DB index decreases and achieves a more accurate classification result, when 

there is a large inter-cluster distance and a small intra-cluster diameter. When examining 

Table 3.4, one can observe that the DB indexes for SOM & SVM under various traffic 

scenarios and vehicle categories are lower than those for K-means & SVM. In a contrasting 

manner, a larger 𝑆𝑆(𝑖𝑖) value suggests that the 𝑖𝑖-th element aligns well with the existing 

cluster, but is inconsistent with the other clusters, indicating a more rational classification. 

If the 𝑆𝑆(𝑖𝑖) value drops below 0, the corresponding element is not suitably clustered and 

should be relocated to a different cluster. Upon comparing the Silhouette indexes in Table 

3.4, it is seen that those corresponding to SOM & SVM are higher than those related to K-

means & SVM. And the indexes show the proposed method achieved better classification 

results. 
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3.4 Driving cycle construction 

By applying cluster analysis, the driving segments are classified into six distinctive 

categories, corresponding to the six states in the Markov model. Utilizing the available test 

data and referring to Eq. (3.14), the transition probabilities between these states are 

obtained. This constructs the matrix of Markov transition probability, as represented by Eq. 

(3.15). 

𝑃𝑃𝑖𝑖𝑖𝑖 =
𝑁𝑁𝑖𝑖𝑖𝑖

∑ 𝑁𝑁𝑖𝑖𝑖𝑖𝑙𝑙
𝑗𝑗=1

 

(3.14) 

where 𝑁𝑁𝑖𝑖𝑖𝑖 denotes the count of state transitions from state 𝑖𝑖 to state 𝑗𝑗, while ∑ 𝑁𝑁𝑖𝑖𝑖𝑖𝑙𝑙
𝑗𝑗=1  refers 

to the count of transitions from state 𝑖𝑖 to all possible states. Additionally, 𝑙𝑙 represents the 

total quantity of states. 

11 12 13 14 15 16

21 22 23 24 25 26

31 32 33 34 35 36

41 42 43 44 45 46

51 52 53 54 55 56

61 62 63 64 65 66

0.6574 0 0.0713 0.2557 0.0111 0.0045
0 0.6984 0.0049 0.0034 0.1599 0.1334

0.0533 0
=

p p p p p p
p p p p p p
p p p p p p

P
p p p p p p
p p p p p p
p p p p p p

 
 
 
 

=  
 
 
 
  

.2739 0.0217 0.0231 0.4147 0.2133
0.2485 0.0681 0.0171 0.0524 0.1921 0.4218
0.3203 0.0312 0.2090 0.2873 0.0912 0.0610
0.0665 0.1168 0.0254 0.2189 0.0907 0.4817

 
 
 
 
 
 
 
 
  

 

(3.15) 

Among existing research, the construction of driving cycles strictly adhered to the 

selection of driving segments utilizing the probabilistic transition matrix derived from the 

Markov model [33], [69], [70], [71]. Nonetheless, the approach that relies on maximum 

likelihood estimation to categorize driving segments tends to disregard the occurrence of 

secondary maximum probability events or low probability events. The limitations of this 
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method become more evident when the second highest probability is very close in 

magnitude to the maximum probability. Adhering to the Markov property, for any given 

current state, the sum of transition probabilities from that state to all possible next states, 

including a transition to itself, must equate to 1. In equation form, this is represented as 

∑ 𝑃𝑃𝑖𝑖𝑖𝑖 = 1𝑗𝑗
𝑖𝑖 .  To improve the representation of low-probability occurrences, a series of 

independent trials can be conducted, each generating a uniformly distributed random value 

between 0 and 1. The resulting distribution corresponds to the probabilistic transition 

behavior captured by the Markov model's transition matrix. The succeeding event of 

importance can be selected in reference to this random number. This concept aligns with 

the Monte Carlo simulation methodology, a random simulation technique that models real-

world physical processes by examining geometrical quantities and characteristics of 

movements. 

When the present state is denoted as i, the probabilities of transitioning to other states 

are respectively represented as 𝑃𝑃𝑖𝑖1, 𝑃𝑃𝑖𝑖2, 𝑃𝑃𝑖𝑖3, 𝑃𝑃𝑖𝑖4, 𝑃𝑃𝑖𝑖5, 𝑃𝑃𝑖𝑖6. Following this, the range of [0, 1] 

is subdivided in accordance with the magnitude of the likelihood for transition between 

states, meaning the segment length equates to the likelihood for transition between states, 

as depicted in Fig 3.6. As per a sequence of independent random tests, a random number r 

falls into an interval determined by Eq. (3.16), which governs the consequent driving 

segment. 

�𝑃𝑃𝑖𝑖𝑖𝑖 < 𝜔𝜔 < �𝑃𝑃𝑖𝑖𝑖𝑖 ,𝑘𝑘 = 1,2, … ,6
𝑘𝑘

𝑗𝑗=0

𝑘𝑘−1

𝑗𝑗=0

 

(3.16) 
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Fig 3.6 State segmentation 

The approach generates potential driving cycle profiles by piecing together the driving 

segments synthesized through the Markov and Monte Carlo simulation techniques. 

However, the overall length of these constructed driving cycles remained undetermined. 

An important consideration is that the duration of a driving cycle should avoid being 

excessively brief, as that would fail to adequately capture the diversity of driving conditions. 

Conversely, an overly extended duration could lead to redundancy and an inefficient testing 

process, as this could compromise the representation of real-world driving conditions, nor 

be excessively long, which could render it inapplicable in actual tests. Most driving cycles 

fall within a range of 600 to 1800 seconds, while a reasonable duration cited for urban 

driving cycles in other studies is approximately 1200 seconds [8], [33]. Taking these factors 

into account, the researchers selected a duration of 1200 seconds as the target length for 

the synthesized driving cycle in this dissertation. To initiate the cycle construction process, 

an idling segment with a maximum length of 5 seconds was designated as the starting state 

for the cycle profile. Following this, Markov chain and Monte Carlo simulation method 

were utilized the to determine the appropriate category for the subsequent driving segment. 

Once the category was ascertained, a driving segment from the determined category was 

chosen without repetition. This successive selection process continued, with each new 

driving segment being absorbed into the current cycle, until meet the predetermined length 
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of 1200 seconds . The process of choosing driving segments ought to abide by three central 

principles: The primary objective is to minimize the separation between each driving 

segment and the centroid of the cluster it belongs to. Secondly, the disparity of the starting 

velocity of the succeeding driving segment and the concluding velocity of the selected 

segment should not exceed 1 km per hour. Lastly, in cases where multiple driving segments 

fulfill the first two principles, preference should be given to the segment that is in closest 

proximity to the cluster centroid. The proposed EV driving cycle is represented in Fig 3.7. 

The Speed-Acceleration Probability Distribution (SAPD) of both the EV driving cycle and 

the authentic real-world traffic date can be observed in Fig 3.8 and Fig 3.9. The findings 

indicate that the EV driving cycle predominantly includes low-speed profiles, characterized 

by pronounced fluctuations. The frequency and intensity of speed changes are largely 

influenced by road conditions and traffic flow. Table 3.5 indicates the evaluation 

parameters of the EV driving cycle and the real-world driving data. A noticeably lower 

Relative Error (RE) and minimal Root Mean Square Error (RMSE) is indicative of a high 

degree of similarity between the formulated EV driving cycle and the real-world conditions. 

Thus, the methodology proposed in this dissertation enabled the creation of an EV driving 

cycle that manifests speed-acceleration profiles and the evolution of vehicle speeds over 

time effectively. 
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Fig 3.7 EV driving cycle 

Table 3.5 Comparison of assessment parameters between the Xi’an urban driving 

cycle and the real-world driving cycle 

Assessment parameter 
Real-

world 

Driving 

cycle 
RE RMSE 

Average speed (km/h) 20.00 21.18 5.90% 

1.4% 

Standard deviation of speed (km/h) 16.48 18.09 9.77% 

Average positive acceleration (m/s2) 0.64 0.68 6.25% 

Average deceleration (m/s2) 0.64 0.69 7.81% 

Standard deviation of acceleration 

(m/s2) 

0.87 0.88 
1.15% 

Percentage of acceleration (%) 34.5 34.3 0.58% 

Percentage of deceleration (%) 32.0 33.3 4.06% 
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Percentage of constant speed (%) 15.9 15.6 1.89% 

Percentage of idling (%) 17.6 16.8 4.55% 

 

Fig 3.8 SAPD of the Xi’an urban driving cycle 

 

Fig 3.9 SAPD of the real-world driving data 



46 
 

To validate the accuracy and representative nature of the synthesized EV driving cycle, 

comparative evaluations were performed by analyzing the driving range under this cycle 

in both simulated conditions and real-world driving environments. For the real-world 

testing, seven driving range trials were executed. Each trial commenced with the battery at 

a 100% SOC and concluded once the SOC diminished to approximately 20%. 

 

Fig 3.10 Driving range evaluation 

Table 3.6 Comparison results of driving range 

Test type Driving range (km) 
Relative error 

(%) 

Simulation results 213.4 - 

1st test results 221.7 3.89 

2nd test results 217.4 1.87 
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3rd test results 213.1 -0.14 

4th test results 208.2 -2.44 

5th test results 211.5 -0.89 

6th test results 210.3 -1.45 

7th test results 216.6 1.50 

The range and SOC were logged using OBD. The comparative findings between the 

simulation and the tests are displayed in Fig 3.10 and Table 3.6. These findings reveal that 

the driving range spans 208.2 to 221.7 km during the seven real-world road tests. Under 

the simulation of the developed EV driving cycle, the driving range stands around 213.4 

km. By analyzing the comparative results, it indicates that the discrepancy in the distance 

traveled on a single charge when comparing the constructed driving cycle profile against 

the real-world vehicle testing data lies within the range of -2.44% to 3.89%. This close 

alignment demonstrates that the synthesized EV driving cycle successfully captures the 

realistic driving patterns experienced by EV in actual operating conditions. 

3.5 Conclusion 

In this chapter, a dedicated urban driving cycle is developed to evaluate EV 

performance and energy management systems effectively. The approach began by 

selecting diverse urban routes and collecting comprehensive operational data. Employing 

principal component analysis, I reduced data complexity while retaining essential 

characteristics, which was refined with a hybrid SOM-SVM classification to categorize 

driving conditions. I then synthesized the driving cycle using Markov chains and Monte 
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Carlo simulations to replicate the stochastic nature of urban driving, confirmed by 

meticulous validation through statistical accuracy metrics. The final driving cycle bridges 

the gap between theoretical EV research and practical energy management, offering a novel 

methodology and a validated tool for optimizing EV efficiency and advancing the field. 
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CHAPTER 4  

Q-LEARNING BASED EMS FOR ELECTRIC VEHICLES 

In this chapter, a Q-learning based EMS is devised based on developed EV driving cycle 

to achieve better energy efficiency and alleviate the battery degradation. Also, a new 

Lithium-Sulfur battery with bilateral solid electrolyte interphase is studied and 

implemented to lower the EV operating cost. 

4.1 Research gaps and proposed methods 

For EVs equipped with HESS, numerous EMSs have been developed, encompassing 

rule-based approach [72], global optimization strategy [73], instantaneous optimization 

method [74], and artificial intelligence approach [75]. ]. Typically, the rule-based method, 

which is built on predefined threshold values and can be enhanced by incorporating fuzzy 

logic principles or leveraging optimization techniques [76]. Dynamic programming (DP), 

a prominent optimization approach, has seen widespread adoption in the design of EMS. 

Its solutions provide a valuable reference point for assessing the performance of alternative 

methodologies [77]. DP distinguishes itself as a globally optimal supervisory control 

strategy, particularly renowned for its capability to deliver unparalleled energy efficiency 

over a predetermined driving cycle profile. Nonetheless, the computing capability 

requirement makes it incredibly difficult to implement in real-time [63, 71]. Conventional 

method a few drawbacks when compared to RL-based EMS. Firstly, conventional EMS 

approaches rely on pre-defined control algorithms that are designed based on specific 

driving conditions or scenarios. This lack of adaptability makes them less efficient in 
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dynamically changing driving conditions, such as varying traffic patterns or road gradients. 

And conventional EMS approaches often aim to achieve a fixed objective, such as 

maximizing fuel efficiency or minimizing energy consumption. However, they may not 

consider the real-time variation of factors like traffic conditions and driving behavior. As 

a result, they may not achieve optimal performance consistently. Besides, EVs dynamics 

and energy consumption patterns are inherently complex and nonlinear. Conventional EMS 

methods often rely on simplified models that might not capture the intricacies of these 

systems accurately. As a result, their performance may be suboptimal in real-world 

scenarios. Also, Conventional EMS approaches usually do not leverage historical data 

effectively. These strategies overlook the impact of the driver's behavior patterns and do 

not take into account the insights garnered from prior experiences. Consequently, these 

approaches may fail to make informed decisions and miss potential energy-saving 

opportunities. 

The proposed Q-learning based EMS overcomes these drawbacks by learning from 

interactions with the environment and dynamically adapt the control strategies. Thus, the 

Q-learning based EMS can optimize the performance under various driving conditions, 

making it more adaptable compared to conventional approaches. Also, the proposed Q-

learning based EMS can make decisions in real-time, considering the current state of the 

vehicle and the environment. It considers parameters like traffic conditions, road gradients, 

and driver behavior to optimize energy usage in a dynamic manner. Another advantage of 

the proposed method is that does not rely on specific system models. It can learn directly 

from data generated by the vehicle or obtained from historical records. This enables it to 
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capture the complexities of the electric vehicle system, leading to improved performance. 

Furthermore, the Q-learning based EMS can leverage historical data to learn from past 

experiences. By incorporating driver behavior patterns and knowledge gained from 

previous driving sessions, they can make more informed decisions, leading to enhanced 

energy efficiency. Overall, the proposed method offers a more adaptable, real-time, and 

data-driven approach to optimize energy management problems in electric vehicles, 

overcoming several limitations of conventional strategies. 

4.2 Modeling of electric vehicle 

4.2.1 dynamic model of vehicle 

As the vehicle is on driving status, the formula representing the balance of the force is 

presented as follows: 

𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝐹𝐹𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐹𝐹𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝐹𝐹𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔  

(4.1) 

where 𝐹𝐹𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔  denotes gradient resistance,𝐹𝐹𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  represents air resistance, 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  means 

traction force, 𝐹𝐹𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 stands for rolling resistance, and 𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  refers to the inertia force. 

The traction force is obtained as follows:  

𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐹𝐹𝑚𝑚 − 𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 

(4.2) 

where 𝐹𝐹𝑚𝑚 is the propulsive force generated by the electric motor, whereas 𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 refers to 

the deceleration force, composed of both mechanical braking force and regenerative 

braking force. 
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The drag force caused by rolling resistance is computed by making use of the rolling 

resistance coefficient 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑉𝑉𝑣𝑣𝑣𝑣ℎ ,𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, … ), the mass of vehicle 𝑀𝑀𝑣𝑣𝑣𝑣ℎ, and road grade 𝛿𝛿. 

𝐹𝐹𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑉𝑉𝑣𝑣𝑣𝑣ℎ ,𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 , … )𝑀𝑀𝑣𝑣𝑣𝑣ℎ𝑔𝑔 cos𝛿𝛿 

(4.3) 

where the rolling resistance coefficient is influenced by several variables, including 

velocity, tire pressure, and temperature. To simplify the calculation, 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  is considered to 

be a constant. 

The aerodynamic resistance is determined through a function that includes variables 

such as the air drag coefficient (𝐶𝐶𝑑𝑑), vehicle frontal area (𝐴𝐴𝑓𝑓) , air density (𝜌𝜌𝑎𝑎) , and 

velocity (𝑉𝑉𝑣𝑣𝑣𝑣ℎ), as shown in Eq. (4.4) 

𝐹𝐹𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =
1
2 𝜌𝜌𝑎𝑎𝐴𝐴𝑓𝑓𝐶𝐶𝑑𝑑𝑉𝑉𝑣𝑣𝑣𝑣ℎ

2  
(4.4) 

The gradient force is computed using a formula that incorporates the pathway grade (𝛿𝛿) 

and vehicle mass. This calculation is represented in Eq. (4.5). 

𝐹𝐹𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = 𝑀𝑀𝑣𝑣𝑣𝑣ℎ𝑔𝑔 sin 𝛿𝛿 

(4.5) 

The EM power is derived from the vehicle dynamics, is calculated as follows: 

𝑇𝑇𝑚𝑚𝑚𝑚 =
𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑𝑤𝑤

2𝑖𝑖0
 

(4.6) 

𝜔𝜔𝑚𝑚𝑚𝑚 =
2𝑉𝑉𝑣𝑣𝑣𝑣ℎ
𝑑𝑑𝑤𝑤

𝑖𝑖0 

(4.7) 

η𝑚𝑚𝑚𝑚 = f(𝑇𝑇𝑚𝑚𝑚𝑚,𝜔𝜔𝑚𝑚𝑚𝑚) 
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(4.8) 

𝑃𝑃𝑚𝑚𝑚𝑚 = 𝑇𝑇𝑚𝑚𝑚𝑚𝜔𝜔𝑚𝑚𝑚𝑚η𝑚𝑚𝑚𝑚𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑇𝑇𝑚𝑚𝑚𝑚𝜔𝜔𝑚𝑚𝑚𝑚) 

(4.9) 

𝑃𝑃𝑚𝑚𝑚𝑚 = 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏 

(4.10) 

where 𝜔𝜔𝑚𝑚𝑚𝑚  stands for the EM rotating speed, η𝑚𝑚𝑚𝑚 represents the EM efficiency is obtained 

by referencing a predefined lookup table, which maps the motor's torque and rotational 

speed values to the corresponding efficiency figures. 𝑇𝑇𝑚𝑚𝑚𝑚 represents the EM output torque, 

𝑑𝑑𝑤𝑤 is the wheel diameter, 𝑖𝑖0 refers to the final reducer's gear ratio, and 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 and 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏 refer 

to the power to the EM from the SC and LIB. 

Table 4.1 illustrates the vehicle parameters adopted in the dissertation. 

Table 4.1 vehicle model parameters 

Parameters Value 

Curb weight (kg) 1778 

Max weight (kg) 2180 

Windward area (m2) 2.34 

Air drag coefficient 0.30 

Wheelbase (mm) 2870 

Wheel diameter(mm) 693.7 

Top speed (km/h) 200 

0-100 km/h time (s) 8 
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Parameters Value 

Grade ability (%) 30 

4.2.2 Propulsion system model 

There are several existing configurations for the LIB and SC HESS. The passive parallel 

HESS configuration is shown in Fig 4.1, SC and LIB are connected in parallel. This means 

that both energy storage components share the same voltage level and are connected 

directly without the need for complex power electronic modules. 

 

Fig 4.1 Passive parallel HESS configuration 

The passive parallel configuration offers several advantages. Firstly, it is the simplest 

topology, making it easy to implement and maintain. All voltages across the system are 

equal, simplifying the control and management of the energy storage components. 

Additionally, supercapacitors in this setup can function as low-pass filters, enhancing the 

system's efficiency by smoothing out voltage fluctuations. The configuration also boasts 

high reliability and lower costs due to the absence of power electronic modules, reducing 
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the chances of component failure and minimizing expenses. Moreover, the absence of a 

system optimization stage reduces computational complexity, making it easier to design and 

operate. However, this configuration comes with its set of challenges. One major drawback 

is the uncontrolled power distribution between LIB and SC. This lack of control can lead to 

inefficient use of both energy storage components. During cruising and braking, there are 

significant variations in discharging and charging currents, which can affect the overall 

performance and efficiency of the system. Moreover, the passive parallel setup has limited 

utilization of SC, which means that the system cannot achieve an optimum solution for EVs. 

The inability to fully exploit the potential of SC in this configuration can limit the EV's 

ability to efficiently handle regenerative braking and rapid acceleration scenarios, impacting 

its overall energy efficiency and performance. 

The SC semi-active HESS configuration is illustrated in Fig 4.2, SC are connected in 

parallel with LIB, and a DC/DC converter is used to control the energy flow between them, 

allowing for more flexible and controlled operation. 
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Fig 4.2 SC semi-active HESS configuration 

One of the significant advantages of the SC semi-active HESS configuration is its 

flexible control over supercapacitors. This flexibility enables efficient management of the 

energy flow, allowing for optimal utilization of both SC and LIB. Moreover, this 

configuration is suitable for a wide voltage range, accommodating various applications with 

diverse voltage requirements. The direct connection of LIB to the DC link results in low 

voltage variation across the link, ensuring stable and consistent power supply. Additionally, 

the SC semi-active configuration is compact in size and utilizes a low-cost converter, 

making it an economical choice for energy storage systems. However, there are limitations 

to this configuration. One drawback is its inability to save maximum regenerative energy in 

SC. Due to the constraints of the power electronic converter, the system may not capture 

and store all the energy generated during regenerative braking or other high-energy events. 

Additionally, the converter in this configuration needs to be rated according to the peak 
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power rating of SC, which can lead to over-dimensioning and higher costs. Furthermore, 

while SC are effectively utilized, the same cannot be said for LIB. The system might not 

fully exploit the potential of LIB due to the limitations imposed by the control strategy and 

converter design, leading to suboptimal use of the available energy storage capacity. 

Fig 4.3 presents the battery semi-active HESS configuration, the LIB is the primary 

energy storage source, supplemented by SC connected in parallel through a power electronic 

converter, allowing for controlled energy flow between the two components. 

 

Fig 4.3 Battery Semi-Active HESS Configuration 

One of the key advantages of the battery semi-active HESS configuration is that the 

converter design is based on the average load power, optimizing the system for typical 

operating conditions and improving overall efficiency. Cell balancing, a crucial aspect of 

battery management, is required in this configuration, ensuring that all cells within the 
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battery pack have similar state of charge, thus extending the battery's lifespan. Additionally, 

this setup results in low current fluctuation across the DC link, enhancing the LIB's life cycle 

and overall reliability. The presence of SC directly connected to the DC link allows for fast 

peak power control, enabling rapid energy discharge and absorption during high-demand 

scenarios. However, there are certain limitations associated with this configuration. High 

voltage variation across the SC can lead to significant discharge leakage, reducing the 

overall efficiency of the system. Voltage balancing issues within the individual SC can also 

arise, requiring additional control mechanisms to ensure uniform charging and discharging, 

which can add complexity to the system design. Moreover, due to the direct connection of 

SC with the DC link, there is limited utilization of the SC’s potential. The system might not 

fully exploit the rapid energy absorption capabilities of SC due to constraints imposed by 

the control strategy and converter design, leading to underutilization of this high-power 

density energy storage component. 

The hybrid diode semi-active HESS configuration is shown in Fig 4.4, SC and LIB are 

connected in parallel using diodes and a power electronic converter, allowing for controlled 

energy transfer between the components. 
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Fig 4.4 Hybrid diode semi-active HESS Configuration 

This configuration offers several advantages. One notable benefit is that the voltage of 

SC is higher than that of lithium-ion batteries, allowing for efficient utilization of SC. This 

means that supercapacitors can handle high-power bursts and rapid charge/discharge cycles 

effectively, enhancing the overall energy efficiency of the system. Additionally, LIB load 

curves tend to be gentler in this configuration, leading to smoother and more stable power 

delivery. The hybrid diode semi-active configuration also boasts low operating costs, 

primarily due to the simplicity of its control algorithms, making it an economical choice. 

Furthermore, this setup results in reduced size and weight of the overall system while 

maintaining high efficiency, making it suitable for applications where space and weight 

constraints are critical factors. However, there are challenges associated with this 

configuration. Reverse current fluctuations may occur from the inverter side, impacting the 

stability of the system and potentially causing inefficiencies in energy transfer. The high 

operating voltage, despite delivering the same power, can reduce the current rating of the 
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components, which may affect the overall performance of the system. Proper sizing of 

components and their control mechanisms remain a significant challenge in this 

configuration. Achieving the right balance between component sizes, control strategies, and 

system requirements is crucial to ensure optimal performance and efficiency, making the 

proper sizing and control of components a primary concern in the hybrid diode semi-active 

HESS configuration. 

The series fully active HESS configuration is presented in Fig 4.5, SC and LIB are 

connected in series, and both sources are actively controlled using dedicated power 

electronic converters. This setup allows for precise control of the energy flow between the 

components. 

 

Fig 4.5 Series fully active HESS configuration 

One of the main advantages of the series fully active configuration is that both LIB and 

SC are fully decoupled, leading to improved overall efficiency of the converter. Each source 

can follow its optimal current and voltage-controlled strategy, maximizing the utilization of 
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both LIB and SC. This configuration offers more flexibility in controlling both sources, 

enabling sophisticated energy management algorithms. Additionally, the DC bus voltage is 

regulated using a voltage-controlled strategy, ensuring stable and consistent power delivery 

to the load. However, there are several disadvantages associated with this configuration. 

The system is bulkier, resulting in higher costs due to the additional components and 

complexity involved in having two power electronic converters in the circuit. High power 

losses occur due to the two conversion stages up to the DC link, reducing the overall 

efficiency of the system. The controlling process is more complex compared to other 

topologies, requiring advanced algorithms and precise synchronization between the 

converters. Moreover, stability problems can arise across a wide operating voltage range, 

demanding sophisticated control techniques to maintain system stability under various 

operating conditions. In summary, the series fully active configuration offers enhanced 

control and flexibility in managing both lithium-ion batteries and supercapacitors. However, 

these advantages come at the cost of increased complexity, higher power losses, and 

potential stability challenges, making it essential to carefully consider the trade-offs before 

implementing this topology in practical applications. 

The parallel fully active HESS configuration is illustrated in Fig 4.6, SC and LIB are 

connected in parallel, each with its own dedicated power electronic converter, enabling 

independent and precise control of energy flow from both sources. 



62 
 

 

Fig 4.6 Parallel fully active HESS configuration 

One of the primary advantages of the parallel fully active HESS configuration is the 

flexibility it offers in controlling both LIB and SC independently. This independent control 

allows for optimal utilization of each source, maximizing the efficiency and overall 

performance of the energy storage system. Additionally, this setup leads to low cell 

balancing issues for both LIB and SC, ensuring uniform charging and discharging of 

individual cells within the energy storage components. The DC voltage can be regulated 

easily across the DC link, providing stability to the system. The stable voltage across the 

DC link contributes to the system's high performance and efficiency. This configuration is 

widely adopted in smart grid systems due to the ability to independently control each source, 

enabling efficient energy management and grid stabilization. However, there are several 

disadvantages associated with the parallel fully active configuration. The system can be very 

expensive due to the requirement of two converters, one for each energy source, leading to 

higher costs in comparison to other topologies. The design and control of the parallel 
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configuration are more complex compared to cascade models, necessitating advanced 

control algorithms and precise synchronization between the converters. Moreover, to avoid 

any interference between LIB and SC, more protection circuits are required, adding to the 

complexity and cost of the system. In summary, the parallel fully active configuration 

provides excellent flexibility and control over both LIB and SC, making it suitable for 

applications where precise energy management and high efficiency are crucial. However, 

the complexity and cost associated with this configuration require careful consideration and 

evaluation of the specific requirements of the application before implementation. 

The multiple-inputs fully active HESS configuration in Fig 4.7, multiple energy sources, 

such as LIB and supercapacitors SC, are connected to the system through individual power 

electronic converters, allowing simultaneous and independent control of each source. 

 

Fig 4.7 Multiple-inputs fully active HESS configuration 
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One of the key advantages of the multiple-inputs fully active configuration is the ability 

to control both LIB and SC simultaneously. This simultaneous control enables efficient 

energy management and maximizes the utilization of multiple energy sources. The 

configuration allows for multiple inputs to be coupled electrically, magnetically, or 

electromagnetically, providing flexibility in the design and integration of various energy 

storage components. Through soft switching techniques, the converter's efficiency can be 

improved, minimizing power losses during energy conversion. Additionally, this 

configuration results in a more compact size and lightweight system compared to other fully 

active topologies, making it suitable for applications with space and weight constraints. 

However, there are several disadvantages associated with the multiple-inputs fully active 

configuration. The structure design of this configuration is highly complex, requiring 

advanced engineering expertise and precise synchronization of multiple energy sources and 

converters. The use of a large number of switches in the system leads to high switching 

power losses, reducing the overall efficiency of the energy storage system. The employment 

of a superfast control system is necessary to manage the complex operation of multiple 

inputs, adding to the system's cost and complexity. Moreover, due to the presence of 

multiple energy sources, more protection circuits are required to avoid any interference 

between LIB and SC, increasing the complexity and cost of the overall system. In general, 

the multiple-inputs fully active configuration offers the advantage of simultaneous control 

of multiple energy sources, providing efficient energy management and utilization. 

However, the complexity of the system design, high switching power losses, cost 

implications, and the need for extensive protection circuits should be carefully considered 
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and addressed to ensure the successful implementation of this advanced energy storage 

topology. 

Fig 4.8 presents the hybrid propulsion system diagram. 

Super-
capacitor

Motor

Battery  Wheel

 Wheel

DC/DC 
converter

DC/DC 
converter

Optimal 
controller

Output power 
through battery

Output power
through supercapacitor
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Fig 4.8 The diagram of propulsion system. 

The vehicle is propelled by a parallel active HESS comprising a LIB and a SC. The 

pertinent parameters are listed in Table 4.2. The system powers the rear axle through an EM 

that is connected to a fixed gear reduction with a ratio of 7.39. During operation, the 

controller receives power demands from the driver and commands the EM to generate the 

requisite torque to propel the vehicle. An optimal control strategy determines the power split 

between the LIB and SC to meet the EM's power needs. The system incorporates a DC/DC 

converter to interface the SC with the load bus, mitigating potential issues from SC voltage 

fluctuations. Another DC/DC converter links the LIB pack to the load bus, enabling it to 
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supply the required current. A DC/AC inverter with 92% efficiency (as per [49]) connects 

the EM to the power bus. 

Table 4.2 Power supply parameters 

Parameters Value 

Battery module number 30 

Battery pack voltage (V) 342.18~389.70 

Battery pack capacity (Ah) 300 

SC number 50 

SC series connection 50 

SC capacitance (F) 200 

DC/AC efficiency (%) 92 

 

4.2.3 Model of battery 

Fig 4.9 illustrates the modeling approach adopted for the battery, which employs a 

simplified zero-order equivalent circuit representation. This circuit is composed of an ideal 

voltage source connected in series with a resistor element. 

ocU LU
LI

 

Fig 4.9 The battery internal resistance model. 
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The voltage and current can be obtained using the followings: 

𝑈𝑈𝐿𝐿 = 𝑈𝑈𝑜𝑜𝑜𝑜 − 𝐼𝐼𝐿𝐿𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏 

(4.11) 

𝐼𝐼𝐿𝐿 =
𝑈𝑈𝑜𝑜𝑜𝑜 − �𝑈𝑈𝑜𝑜𝑜𝑜2 − 4𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏

2𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏
 

(4.12) 

where 𝑈𝑈𝐿𝐿  denotes the load voltage, 𝐼𝐼𝐿𝐿 stands for the current, 𝑈𝑈𝑜𝑜𝑜𝑜 refers to the open-circuit 

voltage (OCV), and 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏 represents the output power of the battery. 

Before initiating the battery charging and discharging tests, the battery was placed 

inside a temperature chamber held at 25°C for two hours. This procedure aimed to establish 

consistent internal and external temperatures, mitigating the impact of thermal gradients 

during subsequent testing. The battery remained within the temperature chamber throughout 

the charging and discharging cycles. An Arbin test system was employed to perform the 

charge and discharge procedures, while simultaneously acquiring data at one-second 

intervals. Fig 4.10 presents the recorded OCV and internal resistance of the battery under 

test. 
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Fig 4.10 Battery OCV and resistance test data 

The ampere-hour integral approach offers low implementation costs, high computing 

efficiency, and straightforward hardware application. Consequently, this dissertation 

employs the ampere-hour integration approach for calculating the SOC of the battery, as 

depicted in Eq (4.13) 

𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡) = 𝑆𝑆𝑆𝑆𝑆𝑆0 − � 𝐼𝐼𝐿𝐿(𝑡𝑡)𝑑𝑑𝑑𝑑
𝑡𝑡

0
𝑄𝑄𝑏𝑏𝑏𝑏𝑏𝑏�  

(4.13) 

where 𝑆𝑆𝑆𝑆𝑆𝑆0 is the SOC at initial point, and 𝑄𝑄𝑏𝑏𝑏𝑏𝑏𝑏 means denotes the battery rated capacity  

Throughout the degradation process of LIB, several factors including the ampere-hour 

throughput, SOC, temperature, and current play significant roles in influencing the aging of 
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LIBs. Based on reference [30], the LIB aging process can be represented by a semi-empirical 

model as given below: 

Ah(n)=DOD(n)*Ah 

(4.14) 

Ea(n)=31500-152.5*C-rate 

(4.15) 

B=α*SOC+β 

(4.16) 

QC-rate(n)=B(n)e
-Ea(n)

RT Ahz(n) 

(4.17) 

where 𝐴𝐴ℎ  represents the ampere-hour throughput, 𝑛𝑛  denotes the 𝑛𝑛 -th C-rate being 

considered, 𝐴𝐴ℎ(𝑛𝑛)   corresponds to the Ah throughput related to the 𝑛𝑛 -th C-rate, and 

QC-rate(n) indicates the battery capacity fade incurred due to the 𝑛𝑛-th C-rate,. The variables 

α and β are defined corresponding to SOC values as follows: 

�α=2896.6,  β=7411.2 , if   SOC<0.45
α=2694.5,  β=6022.2, if  SOC≥0.45  

(4.18) 

The cumulated degradation of the LIB is obtained using Eq (4.19). 

Qcycle=�QC-rate(n)
n

1

 

(4.19) 

Over extended periods of use, the battery cycle repeats daily. Within the 𝑖𝑖-th cycle of 

LIB operation, the ampere-hour throughputs of different C-rates are accumulated from the 

first cycle to the 𝑖𝑖-th cycle, and the LIB capacity loss is computed based on the total ampere-
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hour throughput of different C-rates. The final capacity at the conclusion of each battery 

cycle serves as the capacity at the initial stage of the subsequent cycle. 

4.2.4 A Novel Lithium-Sulfur battery for electric vehicles 

Despite the rapid advancement of EV and PHEV technologies ICEVs continue to hold 

the majority market share a circumstance largely attributable to the elevated costs 

associated with battery technology. In fact, LIBs are the only viable choice for these EVs 

currently, which contributes considerably to the increased costs of vehicle purchases. LIBs 

are associated not only with a costly initial investment, but also a significant expenditure 

when replacement becomes necessary due to severe degradation. This results in the value 

of an EV depreciating at a much quicker rate than that of a ICEV. This concern over high 

LIB costs has interest in alternative battery technologies in both academic and industry. 

One such alternative, Li-S batteries, capitalizes on the inexpensive availability of sulfur 

and delivers superiorly high energy density, nearly six times greater than LIBs [79]. The 

US government also takes a strong interest in Li-S batteries. Several notable projects have 

been funded by the U.S. Department of Energy to make extensive research on Li-S batteries. 

These include: 1. Novel Chemistry: Lithium-Selenium and Selenium-Sulfur Couple by 

Argonne National Laboratory, 2. Development of High Energy Li-S Batteries by Pacific 

Northwest National Laboratory, 3. Nanostructured Design of Sulfur Cathodes for High 

Energy Li-S Batteries by Stanford Acceleration Laboratory, 4. Mechanistic Investigation 

for the Rechargeable Li-S Batteries by University of Wisconsin-Milwaukee, 5. New 

Electrolytes for Li-S Battery by Lawrence Berkeley National Laboratory, 6. 

Multifunctional, Self-Healing Polyelectrolyte Gels for Long-Cycle-Life, High-Capacity 
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Sulfur Cathodes in Li-S Batteries by University of Washington [80]. The limited power 

density and rapid capacity fade of current commercial Li-S batteries compensate their 

commercialization in EVs [81]. Industrially developed Li-S cells with a 400 mAh capacity 

were built and subjected to cycling for 100 cycles, demonstrating a capacity fade of 67% 

[13]. Though their low power output is a drawback, this can be offset by employing HESS 

technologies that can enhance the power output when the vehicle is accelerating [82]. The 

limited lifespan of Li-S batteries is a challenge. The growth of dendrites at the anode and 

the shuttle effect at the cathode, both resulting from substandard electrodes, separators, and 

electrolytes, contribute to this problem [79]. Common knowledge asserts that the Solid 

Electrolyte Interface (SEI), which emerges on the anode from the breakdown of 

electrolytes and solutes, serves as a protective layer and markedly affects the battery's 

durability [83]. Nonetheless, the expansion of the SEI layer is also a significant contributor 

to LIB aging. Recent studies report the development of a innovative Li-S battery that 

features bilateral SEI layers on both the anode and cathode, represented in Fig 4.11. This 

innovative battery, by encouraging the concurrent development of SEI layers on both 

electrodes through the use of composite electrolytes, inhibits the formation of dendrites on 

the lithium anode and counters the shuttle phenomenon at the sulfur cathode [13]. This 

state-of-the-art Li-S battery exhibits not only exceptional performance characteristics, such 

as fast charging, low self-discharging, but also a commendable cycle life and high 

Coulombic efficiency. 
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Fig 4.11 Bilateral SEI of the Li-S battery [13] 

 
Fig 4.12 Battery degradation  

The battery degradation model is developed using a linear fitting function, employing 

data from test electrolyte materials studied in Li-S batteries. Coulombic efficiency and 
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capacity measurements over 2500 cycles are depicted in Fig 4.12, along with the 

corresponding degradation correlation. 

𝐶𝐶𝐿𝐿𝐿𝐿−𝑆𝑆 = 677.28− 0.0203𝑁𝑁 
(4.20) 

where 𝐶𝐶𝐿𝐿𝐿𝐿−𝑆𝑆 represents the current capacity, 𝑁𝑁 stands for the cycle number. The parameters 

are derived by linear regression using the data sourced from [13]. 

4.2.5 Supercapacitor model 

The voltage and current of SC is calculated as follows: 

𝑈𝑈𝑆𝑆𝑆𝑆 = 𝑈𝑈𝑆𝑆𝑆𝑆 ,𝑂𝑂𝑂𝑂 − 𝐼𝐼𝑆𝑆𝑆𝑆𝑅𝑅𝑆𝑆𝑆𝑆  

(4.21) 

𝐼𝐼𝑆𝑆𝑆𝑆 =
𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐
𝑈𝑈𝑆𝑆𝑆𝑆

 

(4.22) 

where 𝑈𝑈𝑆𝑆𝑆𝑆  represent the SC load voltage, 𝑈𝑈𝑆𝑆𝑆𝑆,𝑂𝑂𝑂𝑂  denotes the open-circuit voltage of SC, 𝐼𝐼𝑆𝑆𝑆𝑆  

stands for the current of SC, and 𝑅𝑅𝑆𝑆𝑆𝑆  refers to the resistance. The current is determined by 

the SOC.  

𝐼𝐼𝑆𝑆𝑆𝑆 = 𝐶𝐶𝑆𝑆𝑆𝑆𝑈𝑈𝑆𝑆𝑆𝑆 ,𝑚𝑚𝑚𝑚𝑚𝑚∆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆  

(4.23) 

where 𝐶𝐶𝑆𝑆𝑆𝑆  is the SC capacity, 𝑈𝑈𝑆𝑆𝑆𝑆 ,𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum voltage of the SC, and the 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆  is 

the SOC of SC . The 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆  can be presented as follows: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(t) = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(0)−
∫ 𝐼𝐼𝑆𝑆𝑆𝑆(𝜏𝜏)𝑑𝑑𝑑𝑑𝑡𝑡
0
𝐶𝐶𝑆𝑆𝑆𝑆𝑈𝑈𝑆𝑆𝑆𝑆,𝑚𝑚𝑚𝑚𝑚𝑚

 

(4.24) 
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Due to constraints imposed by the testing equipment, the supercapacitor model utilized 

in this dissertation corresponds to the model outlined in a previously published journal paper 

[84]. Subsequent stages of this research will involve comprehensive testing of the 

supercapacitor to construct and validate the employed model. 

4.2.6 EM model  

In Fig 4.13, the map illustrating the efficiency of the EM is presented, encompassing 

all losses associated with electromagnetic processes. The EMS derives the EM efficiency 

by integrating the demanded torque with the rotational speed and feeding this information 

into the efficiency map. Furthermore, during regenerative braking, the electromagnetic 

system transitions into a generator to recharge both the LIB and SC, thereby potentially 

enhancing overall energy efficiency. 

 

Fig 4.13 Efficiency map of EM 
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4.2.7 DC/DC converter model  

In this dissertation, the integration of the SC and LIB into the propulsion system is 

achieved using separate DC/DC converters. The provided power and current characteristics, 

illustrated in Fig 4.14, are influenced by the efficiency of the respective DC/DC converter. 

 

Fig 4.14 Efficiency map of the DC/DC converter 

4.3 Q-learning based EMS  

Optimization-based EMSs often impose significant computational demands, posing 

challenges for real-time control applications. Additionally, their implementation typically 

necessitates prior knowledge of driving cycles, which may not always be accessible or 

easily estimated. Recently, RL has been adopted as a promising method to address these 

limitations in conventional EMSs. In RL algorithms, the objective of the agent is to identify 

actions that maximize the cumulative reward. This process often involves a trial-and-error 
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approach to determine the correlation between observations and the most effective control 

strategies. The environment detects the state as observations, leading to the choice of 

particular actions for controlling the model during the process of trial and error. 

Subsequently, rewards are adjusted based on the effectiveness of the control. Optimal 

training in RL hinges on effectively balancing exploration and exploitation. Exploration 

allows the agent to gather information about the environment, while exploitation leverages 

existing knowledge to select actions with the highest potential reward. Typically, this 

balance is achieved through algorithms like ε-greedy action search. In reinforcement 

learning, the agent’s environment is modeled as a Markov Decision Process, where future 

state probabilities depend solely on the current state, disregarding the sequence of events. 

The agent undergoes updates through interactions with the environment, wherein it chooses 

suitable actions at corresponding states to influence the reward for its update. In the EMS 

control scenario, the environment encompasses multiple factors impacting the vehicle's 

operational conditions, including velocity, acceleration, and powertrain dynamics. In EVs 

equipped HESS, the RL agent serves as a power-allocation controller, regulating the output 

power of both the LIB and SC. The primary goal is to identify a control sequence that 

decrease battery aging while optimizing energy utilization. 

 

Fig 4.15 Q-leaning training flow 
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Q-learning is recognized as an off-policy Temporal Difference (TD) learning algorithm, 

representing a foundational component of RL [85]. This algorithm merges the advantages 

of Monte Carlo chain and DP techniques. It iteratively refines its estimates through 

interactions with a predetermined environment, which encapsulates the vehicle model along 

with other pertinent variables influencing the vehicle’s behavior. Fig 4.15 illustrates the 

interactive process that unfolds during the training process. As a result, the Q-learning 

algorithm can focus on updating the value function instead of explicitly updating the optimal 

policy. When the system is in a given condition, the ideal control approach can be derived 

by evaluating the value or utility of potential actions. This allows determining the optimal 

sequence of control inputs to apply. 

𝑄𝑄𝑛𝑛𝑛𝑛𝑛𝑛(𝑆𝑆𝑡𝑡,𝐴𝐴𝑡𝑡) = 𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜(𝑆𝑆𝑡𝑡 ,𝐴𝐴𝑡𝑡) + 𝛼𝛼[𝑅𝑅𝑡𝑡+1 +  𝛾𝛾𝑚𝑚𝑚𝑚𝑚𝑚𝑎𝑎𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜(𝑆𝑆𝑡𝑡+1,𝑎𝑎) − 𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜(𝑆𝑆𝑡𝑡 ,𝐴𝐴𝑡𝑡)] 

(4.25) 

where 𝑄𝑄𝑛𝑛𝑛𝑛𝑛𝑛 signifies the updated Q value of the current state 𝑆𝑆𝑡𝑡 and action 𝐴𝐴𝑡𝑡 at the next 

step, 𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜 denotes the Q value of the current state 𝑆𝑆𝑡𝑡 and action 𝐴𝐴𝑡𝑡 at the current step, 𝛼𝛼 

stands for the learning rate, 𝑅𝑅𝑡𝑡+1 represents the instantaneous reward from the environment, 

the discount factor 𝛾𝛾  underscores the value of future rewards, 𝑚𝑚𝑚𝑚𝑚𝑚𝑎𝑎𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜(𝑆𝑆𝑡𝑡+1, 𝑎𝑎) 

represents the maximum Q value of the next state 𝑆𝑆𝑡𝑡+1  among all possible actions, the 

learning rate 𝛼𝛼 determines the extent to which the previous Q-value influences the current 

Q-value. 

Throughout the training process, the states encompass the demanded torque (Tdem) and 

the vehicle's velocity. The action taken is the output power of the SC. Subsequently, the 

reward is computed based on the aging of the LIB and the overall energy usage of the HESS. 
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R = −ω(𝐸𝐸𝑏𝑏𝑏𝑏𝑏𝑏 + 𝐸𝐸𝑆𝑆𝑆𝑆) − (1 − ω)𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 + 𝛽𝛽 

(4.26) 

where the parameter ω serves as a weighting factor, influencing the balance between energy 

preservation and battery degradation, Additionally,  𝛽𝛽  denotes a constant bias. 𝐸𝐸𝑏𝑏𝑏𝑏𝑏𝑏 

represents the energy usage of the LIB, while 𝐸𝐸𝑆𝑆𝑆𝑆  signifies the energy usage of the SC.  

It is essential to notice that Q-learning is traditionally employed for maximization 

problems, whereas EMS typically address energy minimization objectives. To align these 

frameworks, negative signs are introduced to battery degradation and energy consumption 

functions, converting the minimization task into a maximization one. However, this 

approach presents a challenge: negative rewards may cause selected actions to vanish, as 

the ε-greedy selection strategy favors actions with higher reward values. To mitigate this 

issue, an offset parameter 𝛽𝛽 is introduced to ensure the objective functions yield positive 

values. The rewards obtained from each iteration of the Q-learning-based EMS are stored 

in a cache, as depicted in Fig 4.16. It is observed that initially, there is a sharp increase in 

the reward over the first 300 iterations, followed by a gradual deceleration in the rate of 

increase. After approximately 1000 iterations, the reward value begins to stabilize, 

fluctuating around a constant value. These fluctuations can be attributed to the ε-greedy 

exploration strategy, which allows the system to search and learning the environment with 

a probability of ε, leading to occasional random action selections. Consequently, while the 

ultimate reward may be lower than that of the previous iteration, the overall trend indicates 

an increase in reward over time. 
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Fig 4.16 Q-learning reward 

To assess the control effect of the EMS based on Q-learning and the mitigation of 

battery degradation using a novel Li-S battery, a series of simulations were conducted to 

analyze energy consumption and battery aging throughout the entire lifespan of an EV. A 

total of 1000 simulations were performed, each representing a distinct instance. The 

observed trend, as depicted in Fig 4.17, demonstrates that the normal LIB capacity 

degradation significantly impacts the SOC over the course of these 1000 simulations. 

Comparing the SOC values between the first and the 1000th simulation, it is evident that 

the SOC decreases at a much faster rate as the LIB’s capacity diminishes due to aging 

effects. Upon concluding the initial test, the SOC value reached 0.4635. Once the 1000th 

simulation concluded, the final SOC value declined further to 0.4077. This discrepancy 

reveals the progressive degradation of the LIB's capacity.  
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Fig 4.17 LIB SOC trajectories 

In the contrast to the observations made with the normal LIB, the Li-S battery exhibits 

negligible degradation following 1000 simulations. This is evident from the nearly 

identical SOC trajectory observed between the 1000th simulation and the initial simulation, 

as illustrated in Fig 4.18. The EV model equipped with the Li-S battery demonstrates 

remarkable consistency in SOC performance over an extended period. During the first test, 

the EV model equipped with the Li-S battery achieved a final SOC value of 0.4635. 

Remarkably, even after 1000 simulations, the final SOC value of the Li-S battery remained 

high at 0.4545. The variance in SOC, calculated as a percentage after 1000 tests, is a mere 

1.94%. However, the normal LIB exhibited a SOC variance of 12.04%. This substantial 

difference clearly indicates the superior long-term performance and lifespan of the EV 

model equipped with the novel Li-S battery when compared to the conventional LIB. These 



81 
 

results show the potential of the Li-S battery as a promising alternative to LIB, offering 

improved performance and a more sustainable solution for electric vehicles in the long run. 

 

Fig 4.18 Li-S battery SOC trajectories 

In accordance with the degradation model outlined in subsection 3.3.3, a comparative 

analysis of the LIB degradation processes between the initial test and the 1000th test is 

presented in Fig 4.19.  
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Fig 4.19 LIB degradation comparison 

Owing to heightened battery aging effects, a substantial loss of capacity occurs in the 

LIB prior to the 1000th test. Consequently, during the 1000th test, the LIB experiences a 

more deeper  discharge to extract sufficient energy to meet the driving requirements. This 

increased depth of discharge is the principal cause for the notably higher degradation 

observed during the final test in comparison to the initial test. After the 1000 tests, the 

capacity degradation of the LIB is measured at 11.10%. Furthermore, employing the Li-S 

battery model detailed in subsection 3.3.4, the degradation observed in the lithium-sulfur 

(Li-S) battery stands at 2.97%. Notably, this degradation level accounts for only 26.76% 

of the degradation witnessed in the LIB.  
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To indicate the control performance of the Q-learning based EMS, the DP-based EMS 

is regarded as baseline to verify the near-optimal results of the proposed method. Also, the 

rule-based EMS is adopted to examine the accurate management of the proposed method. 

The energy consumptions are shown in Table 4.3. Looking at the energy cost in terms of 

kilowatts per hour (kW/h), the Rule-based EMS achieved an energy cost of 30.76 kW/h 

when using the Li-S battery, while the LIB version had a slightly higher energy cost of 31.84 

kW/h. This indicates a modest improvement of 7.68% when using Li-S battery over LIB. 

The DP-based EMS demonstrated better performance, with the Li-S battery version 

consuming only 26.16 kW/h compared to the LIB version at 29.12 kW/h. This shows a more 

substantial improvement of 11.32% when using Li-S battery over LIB. The Q-learning EMS 

strategy achieved an energy cost of 27.59 kW/h with the Li-S battery, while the LIB version 

had an energy cost of 30.46 kW/h. This translates to an improvement of 10.40% when using 

Li-S battery over LIB. Overall, the comparison reveals that both the DP and Q-learning-

based EMS strategies, when coupled with Li-S battery, offer notable energy consumption 

improvements compared to their LIB counterparts. And the Q-learning based EMS has 

reached a near-optimal control performance. This underscores the potential of Li-S battery 

technology to enhance energy efficiency and reduce operational costs in electric vehicles. 
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Table 4.3 Energy consumption comparison of different EMS 

EMS 
Energy cost (kW/h) 

Improvement 
Li-S battery LIB 

Rule-based 30.76 31.84 7.68% 

DP 26.16 29.12 11.32% 

Q-learning  27.59 30.46 10.40% 
 

The battery degradation results are presented in Table 4.4, which presents a comparison 

of battery degradation among different EMS. 

Table 4.4 Battery degradation comparison of different EMS 

EMS 
Battery degradation (%) 

Reduction 
Li-S battery LIB 

Rule-based 2.97 11.69 78.63% 

DP 2.97 10.25 65.51% 

Q-learning 2.97 11.10 73.24% 
 

In terms of battery degradation, it is evident that all three EMS strategies exhibit notably 

lower degradation rates when used with Li-S battery compared to LIB. The Rule-based EMS 

with Li-S battery demonstrated a degradation rate of 2.97%, whereas the LIB version had a 

much higher degradation rate of 11.69%. This highlights a substantial reduction in battery 

degradation of 78.63% when utilizing Li-S battery with the Rule-based EMS. Similarly, the 

DP-based EMS showed a degradation rate of 2.97% with Li-S battery, whereas the LIB 

version had a higher degradation rate of 10.25%. This translates to a reduction in battery 
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degradation of 65.51% when using Li-S battery with the DP-based EMS. For the Q-learning 

EMS, the Li-S battery exhibited a degradation rate of 2.97%, while the LIB version had a 

slightly higher rate of 11.10%. This signifies a reduction in battery degradation of 73.24% 

when using Li-S battery with the Q-learning EMS strategy. These results highlight the 

significant advantages of Li-S battery technology in mitigating battery degradation across 

various EMS strategies. The utilization of Li-S battery consistently leads to substantially 

lower rates of battery degradation, showcasing its potential to enhance the lifespan and 

overall performance of electric vehicles. This comparison also verify that the proposed Q-

learning based EMS has better control effect than the rule-based EMS. Although it cannot 

be accurately as the DP-based EMS, it still can achieve a near-optimal performance. 

4.4 Conclusion 

In Chapter 4, a sophisticated Q-learning based EMS for EV has been presented, as an 

innovative alternative to traditional rule-based and optimization-based systems. Initially, 

the chapter delves into the dynamics of EVs and the nuances of their propulsion systems, 

with a focus on modeling an advanced Li-S battery system. I explored different HESS 

configurations, highlighting their unique benefits and challenges. The crux of the chapter 

is the introduction of a Q-learning based EMS, designed for its adaptive learning 

capabilities for optimizing energy distribution between the battery and supercapacitor in 

real-time, eliminating the need for preset rules or predictive models. Simulations using the 

EV driving cycle developed in Chapter 2 demonstrate the Q-learning EMS's effectiveness 

in reducing energy consumption and battery wear. The results showed that the Q-learning 

based EMS performs on par or better than conventional methods, offering real-time 
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adaptability without relying on driving condition forecasts. This chapter asserts the 

significance of Q-learning in advancing EV energy management, suggesting that such 

intelligent systems are not just theoretically promising but also practically relevant for 

enhancing the efficiency and longevity of EV energy systems. 
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CHAPTER 5  

IMITATION LEARNING BASED EMS FOR ELECTRIC VEHICLES 

In the former chapter, a Q-learning based EMS has been proposed for the EV equipped 

with a novel Li-S battery. The control performance has been proved when compared with 

some conventional EMS. However, the time cost and computational burden compensate 

the real-time implement. In order to mitigate the computational overhead associated with 

the learning process in the Q-learning based EMS, this chapter introduces an alternative 

approach known as imitation learning EMS. 

5.1 Research gaps and proposed method 

While RL-based EMSs have shown advancements in energy management problems, a 

notable obstacle remains, hindering their practical deployment in real-world settings. Due 

to a large number of iterations, the long learning time can be too long to update the RL 

agent and it is not well addressed in existing studies. As previously discussed, the RL agent 

endeavors to strategize its actions through iterative trial-and-error interactions with a 

dynamic environment. This learning approach, while effective, is characterized by its 

relatively low efficiency and demands substantial experiential data gathered from 

interactions. Existing literature suggests that RL EMSs utilizing table-based method 

typically require large number of iterative steps, ranging from 2000 to 300000 iterations 

[37], [47], [86], while RL EMSs employing neural networks may need a range of 15000 to 

150000 iterations [44], [87]. Such extensive iteration counts impose a significant 

computational burden on the system, necessitating lengthy dyno and road testing periods, 
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which is time-consuming and costly. This dissertation proposes a novel approach to 

expedite the training process of RL EMS, it introduces a new method: an imitation Q-

learning algorithm-based EMS designed specifically for EVs incorporating LIB and SC. 

Imitation learning, as an algorithmic approach, instructs the agent to emulate expert 

behavior [56]. In contrast to RL, imitation learning operates without relying on a reward 

function for agent updates; instead, it involves an expert who provides demonstrations to 

guide the agent's learning process. By imitating the decisions of the expert, the agent learns 

an optimal policy. Subsequently, the agent can effectively map states to actions by utilizing 

the expert's demonstrated experiences [88]. In this dissertation, the imitation techniques is 

integrated into the training phase of the normal Q-learning algorithm. To the best of our 

knowledge, this marks the first application of imitation Q-learning in optimizing the control 

of the EV equipped with HESS. 

While imitation learning offers several advantages over traditional RL methods, it also 

has some challenges. One challenge is the need for high-quality expert demonstrations. If 

the expert demonstrations are not good, then the agent will not be able to learn a good 

policy. Another challenge is the difficulty of generalizing to new situations. If the agent is 

trained on data from a specific environment, then it may not be able to perform well in a 

different environment. In this dissertation, the imitation learning technique is exploited to 

short the training phase of EV equipped with LIB and SC with RL-based EMS. The 

application of imitation learning during the training phase of the conventional Q-learning 

algorithm marks a novel approach, particularly in optimizing the control of the EV 

equipped with HESS. This study makes a triple contribution to the existing literature. 
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Firstly, it introduces an imitation learning-based EMS for HESS, aiming to decrease the 

quantity of iterations during the training phase and consequently cut down the overall 

training duration. Secondly, the proposed methodology takes into account both efficiency 

and battery aging, enhancing the holistic approach to EMS design. Lastly, the control effect 

of the imitation learning-based EMS is rigorously assessed through comparisons with Q-

learning, heuristic rules, and DP-based EMSs, providing validation and verification of its 

effectiveness. 

5.2 Imitation learning based EMS 

In order to reduce the duration of training for RL algorithms, multiple strategies can be 

employed, including selective experience learning, modifications to the learning rate, and 

imitation techniques. Selective experience learning prioritizes the use of pre-existing 

experiences, utilizing an experience buffer during decision-making to store and recycle 

transition experiences. This approach aims to populate the experience buffer with 

experiences that are nearest to optimal outcomes. However, the repeated reliance on 

previous experiences might negatively influence control performance. Such a method may 

prevent the agent from exploring various environmental regions and circumvent actions that 

lead to subpar performance. It could also overlook certain rare experiences that might 

emerge under specific circumstances. Adjusting the learning rate involves implementing a 

flexible learning rate. Eq. (3.25) demonstrates that an increase in the learning rate can 

expedite the convergence of Q values. Yet, this approach might cause the control effect for 

the trained agent to become erratic. A higher learning rate certainly quickens the 

convergence pace, but it simultaneously leads to more substantial updates in rewards. This, 
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in turn, unjustly inflates the Q values of certain actions. The imitation approach, on the other 

hand, emphasizes the modification of the initial value. It leverages expertise or heuristic 

guidelines to modify the Q table during the initial iteration at the commencement of the 

training for the RL agent. Contrary to methods that balance the considerations of learning 

duration and control efficacy through selective learning experiences or adjustments in 

learning rate, the imitation approach delivers an immediate enhancement at the outset, 

aiming to speed up the training process. 

In the development of an EMS for the HESS employing the imitation Q-learning 

technique, the traditional Q-learning method initializes Q values at zero during the initial 

phase. Conversely, in the imitation Q-learning approach, the initial Q table is updated by 

utilizing the application of heuristic principles. When rapid acceleration is required to satisfy 

the driver's expectations, the propulsion system is tasked with providing sufficient power. 

When the power demand is met by the battery, it experiences rapid and deep discharges, 

which could lead to substantial wear and tear. To safeguard the battery against severe 

deterioration under such circumstances, the EMS is configured to request an increased 

power contribution from the SC. Additionally, during the slowdown of the vehicle, the 

HESS can be replenished through the energy harnessed from regenerative braking. In 

scenarios where braking is aggressive, the generated regenerative energy might exceed the 

LIB safe absorption capacity, risking safety and accelerating degradation. Consequently, the 

EMS is programmed to direct the SC to initially capture the regenerated energy, leveraging 

its rapid charge/discharge capabilities. This approach is guided by heuristic rules detailed in 

reference [34], as illustrated in Eq (5.1). 
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𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 = �
𝐴𝐴1𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑 ,    if 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑 > 𝑎𝑎𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑔𝑔  and 𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐 > 𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐,𝑚𝑚𝑚𝑚𝑚𝑚 ;
𝐴𝐴2𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑 , if 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑 < 𝑎𝑎𝑐𝑐ℎ𝑔𝑔 and 𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐 < 𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐,𝑚𝑚𝑚𝑚𝑚𝑚; 

(5.1) 

where the coefficients 𝐴𝐴1 and 𝐴𝐴2 serve to calculate the SC output power in proportion to the 

power demand, whereby 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑 represents the power requirement. The heuristic parameters 

𝑎𝑎𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑔𝑔  and 𝑎𝑎𝑐𝑐ℎ𝑔𝑔 define the power demand thresholds during the vehicle's acceleration and 

deceleration phases, respectively. Furthermore, the operational limits of the SC’s SOC are 

delineated by 𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐,𝑚𝑚𝑚𝑚𝑚𝑚  and 𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐,𝑚𝑚𝑚𝑚𝑚𝑚 , indicating the minimum and maximum SOC 

ranges permissible for SC functionality. 

In the section on imitation learning, the proposed EV driving cycle is adopted as the 

speed profile for imitation Q-learning strategy. The diagram of the imitation Q-learning 

base EMS is shown in Fig 5.1. Firstly, the conventional EMS are designed through the 

same environment as the Q-learning that create the heuristic rules for improve the energy 

efficiency and lower the battery degradation. Then, the knowledge of the pre-trained expert 

is transferred to the Q-learning agent to boost the first training episode. Next, the pre-

trained agent is updated through normal training process until the results converged. 

Finally, the imitation Q-learning based EMS will be delivered to the vehicle model for the 

optimal control. 
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Fig 5.1 Imitation Q-learning diagram 

Fig 5.2. displays the initial outcomes. Actions are depicted along the X-axis, where the 

spectrum extends from the maximum power output during discharging to the peak power 

during charging, distributed evenly across 50 segments. The Y-axis delineates pairs of states 

within a 20x20 grid, incorporating two variables: vehicle speed and required torque. The Z-

axis, on the other hand, illustrates the Q value associated with each specific action and state 

combination. Subsequent to the completion of the training phase, the ultimate Q values are 

illustrated in Fig 5.3. 
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Fig 5.2 Initial imitation result. 

 

Fig 5.3 Final Q value. 
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Analyzing the Q values from the starting point to the end reveals that the initial imitation 

surge pushes the Q-value to 3 ∗ 105, ultimately climbing to 6 ∗ 105. This indicates that the 

heuristic guidelines provide a significant initial impetus to the Q values, maintaining a 

consistent trajectory with the eventual outcomes. Throughout the training phase, there is a 

steady increase in the relative Q values, leading to updates in the RL agent. This analysis 

highlights how the imitation strategy effectively elevates the baseline for the training 

process of the RL agent. 

Fig 5.4 illustrates how rewards are accumulated through the training process. From the 

illustrated reward trajectories, it is evident that the initial rewards for the imitation Q-

learning approach are significantly greater compared to those of the conventional Q-

learning method. Moreover, the imitation Q-learning method reaches a stable state more 

swiftly. 

 

Fig 5.4 Reward trajectories during training. 
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5.3 Results of imitation Q-learning based EMS  

 

Fig 5.5 HESS output power. 

Fig 5.5 displays the power output of the HESS component. The findings indicate that 

the SC is responsible for handling nearly the entirety of the vehicle's peak power 

requirements during acceleration and deceleration throughout the simulation phase. The 

SC generates maximum power output during its discharging phase, particularly when 

encountering high power demands. Nevertheless, this high output level is not sustainable 

over extended periods due to the limited energy storage capacity of the SC. The LIB 

ensures a steady energy supply due to its higher energy density, which allows for more 

energy transport compared to the SC. During charging, the SC captures the highest peak 

power. Any additional energy is directed to charge the LIB only after the SC is fully 

charged. By doing so, the SC significantly mitigates the peaks in battery charging and 

discharging. After 1000 cycles in the HESS, the LIB experiences a degradation of 21.45%. 
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When compared to a system with a single ESS, the degradation of the battery within the 

HESS is lessened by 26.36%, under the control of the imitation Q-learning EMS. 

Based on the outcomes of the evaluation, there is an improvement in energy efficiency 

observed. According to Fig 5.6, the comparison between the SOC for a standalone LIB and 

a combination of LIB with SC within a HESS demonstrates that the latter maintains a 

higher charge level following a full driving cycle. When examining Fig 5.5 and Fig 5.6 

side by side, it is evident that the HESS configuration is more efficient at capturing energy 

from regenerative braking compared to a system using only a LIB. This efficiency gain in 

the HESS-based propulsion system, when compared to the LIB-only setup, is quantified as 

a 3.83% increase. 

 

Fig 5.6 Battery SOC trajectories comparison 
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Figure 5.7 presents the progression of the SOC of the SC throughout the simulation 

period. The graph displays a starting SOC level of 0.6, diminishing slightly to 0.5 by the 

end of the simulation. The minimum SOC observed for the supercapacitor is 0.1; at this 

point, the control strategy utilize the power from the battery to propel the vehicle. 

Throughout the entire simulation, the SOC values for the SC consistently stay within the 

range of 0.1 to 0.95. 

 

Fig 5.7 Supercapacitor SOC trajectory 

This dissertation conducts simulations of the EV model utilizing various EMSs. The 

study aims to access the impact of the imitative Q-learning EMS by comparing it with the 

performance and computational efficiency of the rule-based EMS, DP, and traditional Q-

learning-based EMSs, all within identical simulation settings. Fig 5.8 depicts the variations 
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regarding the energy distribution between the LIB and the SC within the HESS, as 

influenced by the different EMSs. 

 

Fig 5.8 EMS comparison 

In this analysis, the comparative assessment focuses on the energy distribution between 

the SC and LIB during the simulated driving cycle, administered under the control of four 

different EMSs. The findings highlight that the DP based EMS yields the most optimal 

control efficiency, attributed to DP’s capacity to pinpoint the most universally ideal solution. 

As illustrated in Fig 5.8(d), the SC is tasked with managing peak energy demands through 

both charging and discharging processes, while the LIB ensures a sustained power supply 
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that facilitates vehicle operation and mitigates the extents of charging and discharging, 

thereby preserving battery life. The rule-based EMS, formulated on the foundation of 

experts’ experience and insights, presents a viable approach within specific constraints. 

However, its performance might falter in scenarios not encompassed by the predefined 

heuristic rules, compromising its control effectiveness. In the investigation depicted in Fig 

5.8©, the strategy involves solely utilizing the SC for the charging operations, with the LIB 

entrusted with the task of providing both peak charging power and consistent power 

essential for vehicle propulsion. This rule-based approach is known as less effective in 

reducing the wear and tear on the battery. In contrast, the imitation Q-learning and the 

traditional Q-learning methods, exhibit commendable control efficiency that is nearly 

optimal. These RL methodologies leverage the HESS, primarily employing the SC for 

managing the bulk of the peak energy demands, which significantly mitigates the ’IB's 

aging. Despite their overall similarity in performance, a minor distinction is observable 

between the imitation Q-learning and the conventional Q-learning EMS, as delineated in 

Fig 5.8(a) and (b), indicating nuanced differences in their operational dynamics. 

T©e imitation Q-learning EMS optimizes the use of the SC by allocating it the role of 

managing all peak power requirements, in contrast to the traditional Q-learning EMS where 

the LIB is responsible for absorbing peak charging energies. This operational variance 

underscores a more strategic engagement of th’ SC's potential in the imitation Q-learning 

method, wherein it takes on all high-demand energy situations, thus alleviating stress on the 

LIB and contributing to its longevity. The effectiveness of this approach in preserving 

battery health is further supported by the LIB degradation trajectories illustrated in Fig 5.9. 



100 
 

In a single simulation round, the loss in total battery capacity observed was 2.37 ∗

10−6 %  for rule-based, 7.19 ∗ 10−7 %  for traditional Q-learning, 6.24 ∗ 10−7 %  for 

imitation Q-learning, and 1.86 ∗ 10−7 % for DP based EMS. 

 

Fig 5.9 LIB degradation comparison 

Observations reveal that the DP EMS outperforms in diminishing LIB wear and tear, 

marking a significant 67.99% reduction in comparison to the counterpart, the imitation Q-

learning EMS. Analyzing the degradation patterns between Fig 5.9(c) and (d) proves that, 

despite their resemblance, the degradation level observed in the imitation Q-learning 

substantially surpasses that of the DP. This pattern is reiterated in the comparison between 
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Fig 5.9 (a) and (d). Under the governance of DP EMS, LIB primarily undergoes a consistent 

discharge process to facilitate vehicle operation, with charging occurrences being 

infrequent. In contrast, the imitation Q-learning approach subjects the LIB to both charging 

and discharging activities, resulting in an accelerated aging process when compared to the 

DP EMS. The imitation Q-learning approach demonstrates a notable reduction in lithium-

ion battery degradation compared to the conventional Q-learning method, with the latter 

exhibiting 11.53% higher degradation. The one-time boosting process in the proposed 

technique provides a more favorable initial starting point, enabling the imitation Q-learning 

algorithm to converge more rapidly. Additionally, during the RL agent's training phase, the 

ε-greedy strategy introduces an element of randomness in the exploration process, 

contributing to some variance in the final results obtained by imitation Q-learning and 

conventional Q-learning energy management systems. The rule-based EMS does not fully 

leverage the potential advantages offered by the HESS configuration. As a result, this rule-

based strategy leads to the most severe lithium-ion battery degradation among all the 

evaluated EMSs. The decline in the health of LIB using traditional Q-learning exceeds that 

observed with the imitation Q-learning approach by 11.53%. This differential can be 

attributed to the initial enhancement methodology utilized in imitation Q-learning, 

effectively reducing the time required for convergence. Moreover, the implementation of 

the ε-greedy strategy during the RL agent's training phase introduces a degree of 

unpredictability to the outcomes. Consequently, this variability contributes to the 

discernible performance disparity between the imitation Q-learning and the conventional Q-

learning EMS. In comparison, energy management approaches based on set rules fail to 
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capitalize on the full potential of HESS, leading to the most pronounced degradation of LIB 

within this category of EMS. 

Table 5.1 Computation time 

Method Value (s) 

Rule-base 4.34 

Conventional Q-learning 84.79 

Imitation Q-learning 39.61 

DP 1371.65 

 

Table 5.1 outlines the computational expenses tied to different EMS. Despite the DP 

EMS demonstrating superior outcomes compared to the suggested technique, its 

considerable computational demands hinder practical deployment. Within this specific case 

analysis, the processing duration for the DP EMS is remarkably 34.6 times longer than that 

required for the imitation Q-learning EMS, rendering the DP approach more suitable as a 

theoretical benchmark for assessing the efficiency of the advocated imitation Q-learning 

EMS. According to the investigations conducted in this thesis, the rule-based EMS boasts 

the fastest result acquisition time; however, it falls short in terms of control effectiveness. 

In scenarios extending beyond the scope defined by heuristic rules, the system's adaptability 

is significantly limited. From the analysis conducted earlier, it is evident that both traditional 

Q-learning and its imitation Q-learning EMS are capable of securing results that closely 

approach the optimal. Furthermore, imitation Q-learning distinguishes itself by slashing the 
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computational time required by nearly 53.28% when compared with its traditional Q-

learning counterpart in EMS applications. 

 

Fig 5.10 LIB SOC trajectories of different EMSs 

The comparison of computation times between imitation Q-learning and traditional Q-

learning in EMS suggests that these approaches are sufficiently efficient for real-time 

control applications. To confirm the effectiveness of real-time control, the experiments 

were performed utilizing the previously mentioned HIL setup. Given the excessive 

computational demands, DP based EMS was deemed unsuitable for the HIL 

experimentation. Consequently, a rule-based EMS was implemented in the HIL 

experiments, serving as a reference point for assessing the manage effect of the discussed 

method. The outcomes are presented in Fig 5.10, illustrating the SOC patterns for the LIB. 
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These patterns reveal that the EMSs developed using RL methods outperform the rule-based 

EMS in terms of energy efficiency. Among the RL-based approaches, the EMS employing 

imitation Q-learning stands out as the most energy-efficient. Analysis of the SOC 

trajectories of the LIB confirms that the RL-based EMSs exhibit superior energy efficiency 

compared to the rule-based system. Each EMS began with an initial SOC of 0.9, with the 

rule-based EMS concluding at an SOC of 0.8023, marking it as the least efficient among the 

EMSs evaluated. The SOC for the EMS utilizing imitation Q-learning reached 0.8527 in the 

end, marking an enhancement of 6.28% over the performance of the rule-based EMS. 

Meanwhile, the traditional Q-learning approach recorded a final value of 0.8488, exhibiting 

an improvement of 5.48% when contrasted with the rule-based EMS. Consequently, the 

EMS based on imitation Q-learning emerges as the most energy-efficient among the 

discussed EMS setups. 

5.4 Conclusion 

In Chapter 5, I further evolved the Q-learning based EMS for EVs by incorporating 

imitation learning to decrease the time-consuming training process inherent in traditional 

RL. Acknowledging the impracticality of lengthy training times for RL in real-world 

applications, the chapter introduces a novel imitation Q-learning technique that leverages 

expert demonstrations for an expedited learning process, significantly reducing the needed 

iterations. The refined EMS sets initial Q-values based on heuristic understanding, guiding 

the system to favor SC use during peak power demands, thus alleviating rapid battery wear. 

Simulation training, leveraging the driving cycle created in prior research, optimizes the 

collaboration between the battery and SC. This innovative approach demonstrates superior 
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computational efficiency and control performance compared to both standard Q-learning 

and traditional EMS strategies. The imitation Q-learning EMS proves capable of reducing 

battery degradation and improving energy efficiency, achieving these outcomes with a 

notably reduced computational demand. The system's strategic use of SC to manage peak 

loads effectively extends battery life. This advancement contributes to the practical 

implementation of real-time EMS for EVs, enhancing the sustainability and efficiency of 

electric vehicle technologies. 
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CHAPTER 6  

APPLICATION OF DEEP REINFORCEMENT LEARNING AND DIGITAL 

TWIN IN EMS 

The previous chapters have proposed a RL based EMS which has achieved excellent 

control performance and reduced the computational cost. But it is only able to handle the 

discrete optimal control problem. Thus, this chapter proposes deep reinforcement learning 

based EMS to solve the continuous optimal control problem, and the digital twin 

technology is integrated into the system to for the real-time implementation. 

6.1 Digital twin enhanced Q-learning EMS 

Fig 6.1 illustrates the diagram of the digital twin. The development of the virtual 

model is grounded on the physical model. This virtual model serves the purpose of 

simulating the physical system, in addition to offering control over the physical model. 

 

Fig 6.1 Digital twin interaction diagram 
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Typically, EMS that employ Q-learning are initially trained using conventional 

driving cycles within simulations [37]. While these cycles aim to mimic real-world traffic 

scenarios, they only capture a fraction of true traffic behaviors [12]. Consequently, while 

the initially trained Q-learning agents can offer ideal control tactics under specific 

conditions, they struggle to manage the unpredictability and sudden changes encountered 

in actual traffic situations. This dissertation presents an innovative approach by integrating 

the digital twin concept to upgrade the traditional RL-based EMS in EV. As the EV, 

equipped with a pre-trained Q-learning based EMS navigates a corresponding digital 

counterpart operates in parallel within a virtual environment. Data gathered during the 

drive are transmitted to and from this digital counterpart. This process enables the digital 

twin to process real-time and historical data, allowing it to refine the EMS. Subsequent 

enhancements to the Q-learning mechanism are then transferred back to the physical 

vehicle, thus optimizing the control effectiveness." 

the HIL platform is regarded as the basis of the physical model, and presented in Fig 

6.2.  
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Fig 6.2 HIL platform 

A DRL agent, once fully trained, is implemented within the dSPACE SCALEXIO 

system. Information regarding the drive cycle is managed by the primary computer and is 

forwarded to the SCALEXIO system. Subsequently, the vehicle's model processes this data 

to determine the required torque. Upon receiving the current operational status, the DRL 

agent makes a decision on the appropriate action to take. This action is then communicated 

to the controller that oversees the motor-generator unit, thus enabling the control over both 

the motor and the generator. The computational setup for the simulation environment is 

equipped with an Intel(R) Core(TM) i7-9750H CPU operating at 2.60 GHz, an NVIDIA 

GeForce RTX 2060 graphics card, and 16.0 GB of RAM memory. 

Through the suggested EV driving cycle within the simulation setup, the traditional Q-

learning method undergoes training. The training process's reward is illustrated in Fig 6.3. 

Based on the trajectory of the reward, it is observed that the traditional Q-learning-based 
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EMS reaches convergence following 600 iterations. Fig 6.4 displays the power output 

generated by the electric drive system. During the phase of vehicle acceleration, the SC 

delivers peak power to meet the substantial demand for energy, yet its capacity for energy 

storage is limited over extended periods. Consequently, the Q-learning EMS leverages the 

battery, utilizing it as a sustained source of power. In contrast, during deceleration, the SC 

effectively captures a considerable amount of negative power through regenerative braking. 

Should the SC reach its capacity, the excess regenerated power is then directed to recharge 

the battery. This mechanism demonstrates that the SC plays a crucial role in mitigating the 

intensity of battery charge and discharge cycles, thereby contributing to a reduction in 

battery aging. 

 

Fig 6.3 Reward trajectory with iterations 
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Fig 6.4 Output of electric drive system 

While traditional Q-learning EMS have approached near-optimal outcomes within 

predetermined driving cycles during pre-training, their efficacy diminishes when applied 

to actual driving scenarios. To address this shortfall, the introduction of a digital twin-

augmented Q-learning EMS presents a viable solution. This method bridges the gap by 

mirroring real-world driving conditions within a digital twin framework, thereby 

facilitating updates to the Q-learning policy to better reflect these conditions. When 

subjected to varying driving cycles, the energy efficiency benefits from the enhancements 

applied to the Q-learning EMS. Comparative SOC trajectories for the battery, managed via 

Q-learning both with and absent the digital twin intervention, are illustrated in Fig 6.5. 
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Fig 6.5 SOC trajectories 

The utilization of a digital twin approach enhances the adaptability of Q-learning 

algorithms to evolving environmental conditions. Within the electric drive system, energy 

stored in the SC represents a minimal fraction; thus, the battery SOC serves as the primary 

metric for assessing stored energy for both the battery and SC. When governed by the 

improved Q-learning EMS, the electric drive system's battery exhibits a 4.36% higher 

charge retention compared to systems managed by traditional Q-learning EMS techniques. 

The degradation of battery capacity is also mitigated. As demonstrated in the battery 

wear-and-tear model, the loss in battery capacity is depicted in Fig 6.6. LIB managed by 

the standard Q-learning EMS experience more pronounced degradation compared to those 

managed by the advanced Q-learning EMS. Moreover, the rate of degradation under the 
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conventional Q-learning EMS accelerates over time. In comparison, the advanced Q-

learning EMS demonstrates the ability to maintain a more stable rate of battery degradation 

over time. By leveraging a digital twin model, this sophisticated Q-learning approach 

succeeds in mitigating the extent of lithium-ion battery capacity fade. 

 

 

Fig 6.6 Battery capacity loss comparison 

6.2 Deep reinforcement learning based EMS 

6.2.1 Deep Q-networks 

A DQN comprises a multilayered neural network that processes an initial state s, 

generating an action values vector 𝑄𝑄(𝑠𝑠,𝑎𝑎; 𝜃𝜃), with 𝜃𝜃 representing the network's parameters. 

Illustrated in Fig 6.7 is the foundational architecture for DQN-driven DRL algorithms, 

inclusive of a replay buffer along with two distinct networks: the evaluation network and 
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the target network. Interactions between the agent and the EV environment lead to the 

storage of transactional data 𝑇𝑇𝑡𝑡 = (𝑠𝑠𝑡𝑡, 𝑎𝑎𝑡𝑡, 𝑟𝑟𝑡𝑡, 𝑠𝑠𝑡𝑡+1) in the replay buffer 𝐵𝐵𝑡𝑡 = {𝑇𝑇1,𝑇𝑇2, … ,𝑇𝑇𝑡𝑡}. 

In the process, mini-batches are randomly selected from the replay buffer. The evaluation 

network then retrieves a mini-batch to compute the state-action value, denoted as 

𝑄𝑄(𝑠𝑠, 𝑎𝑎;𝜃𝜃𝑖𝑖). Concurrently, the target network utilizes data from the same mini-batch to 

create a target Q value, denoted 𝑦𝑦𝑖𝑖
𝐷𝐷𝐷𝐷𝐷𝐷. The difference between these two neural network 

outputs informs the design of the loss function. This loss function is crucial for updating 

the network's parameters. The formula employed for calculating and refining the loss 

function during each iteration, i, is as follows: 

𝐿𝐿𝑖𝑖(𝜃𝜃𝑖𝑖) = 𝐸𝐸 
�𝑠𝑠,𝑎𝑎,𝑟𝑟,𝑠𝑠′�~𝒰𝒰(𝐷𝐷)

��𝑦𝑦𝑖𝑖
𝐷𝐷𝐷𝐷𝐷𝐷 − 𝑄𝑄(𝑠𝑠,𝑎𝑎;𝜃𝜃𝑖𝑖)�

2
�,              

(6.1) 

with 

𝑦𝑦𝑖𝑖
𝐷𝐷𝐷𝐷𝐷𝐷 =  𝑟𝑟 +  𝛾𝛾max

𝑎𝑎′
𝑄𝑄(𝑠𝑠′, 𝑎𝑎′;𝜃𝜃−),   

(6.2) 

where 𝜃𝜃–  symbolizes the parameters for a distinct, unchanging target [89]. These 

parameters remain constant over multiple iterations and are periodically refreshed with the 

parameters from the evaluation network [90]. 

Utilizing experience replay enhances data utilization by allowing samples to be reused 

across several updates. Moreover, it contributes to lowering variability because uniformly 

drawing samples from the replay buffer decreases the interdependence of the samples 

applied during the update process. Furthermore, experience replay has evolved, with 
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iterations such as Prioritized Experience Replay [91], depicted in Fig 6.7, and Hindsight 

Experience Replay [92]. These iterations find application in varying contexts and offer 

improvements over the traditional method of experience replay. 

 

Fig 6.7 Architecture of DQN-based Algorithm. 

To address the issue of overestimation encountered in DQN [93], Double Deep Q-

Networks (DDQN) employs a strategy where the action, determined through the evaluation 

network, serves as the input for the target network. Consequently, the target Q value is 

determined based on this input, ensuring a more accurate estimation. 

𝑦𝑦𝑖𝑖
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 =  𝑟𝑟 +  𝛾𝛾𝛾𝛾(𝑠𝑠′, 𝑎𝑎𝑎𝑎𝑎𝑎max

𝑎𝑎′
𝑄𝑄(𝑠𝑠′, 𝑎𝑎′; 𝜃𝜃𝑖𝑖);𝜃𝜃−). 

(6.3) 

Evaluate network
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The diversity between DDQN and DQN is that different target networks 𝑦𝑦𝑖𝑖
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  and 

𝑦𝑦𝑖𝑖
𝐷𝐷𝐷𝐷𝐷𝐷 are used [90]. As shown in Fig 6.7 and Fig 6.8, this utilization of separate target 

networks results in varying loss functions. 

6.2.2 Rainbow Deep Q-networks  

Rainbow integrates the DQN algorithm with six enhancements aimed at overcoming its 

constraints and enhancing performance [94]. These enhancements include double Q-

learning, prioritized experience replay, multi-step learning, dueling architecture, 

distributional reinforcement learning, and noisy networks. Fig 6.8 illustrates a diagram that 

represents how Rainbow functions. As indicated in the diagram, Rainbow adopts a 

prioritized experience replay mechanism, differing from the conventional experience 

replay buffer, for storing and sampling experiences from the EV setting to train the neural 

network. This approach ensures more efficient learning by focusing on more significant 

experiences. Rainbow employs a unique dueling network architecture at its core. It 

leverages the structure of double-Q networks along with a multi-step targeting strategy to 

compute the multi-step targets Q value 𝑦𝑦𝑖𝑖
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 . DDQN performs better than DQN since the 

prioritized experience replay (PER) is used in the DDQN [91]. The key advancement 

offered by PER lies in its ability to boost the likelihood of experiencing highly-anticipated 

outcomes following rewards tied to TD error. This enhancement has the potential to 

streamline the training process and elevate the precision of eventual outcomes. 

As illustrated in Fig 6.8, Rainbow introduces an adaptation in its learning approach 

through the employment of multi-step targets, diverging from the traditional single-step 

target method. Rather than solely relying on a singular step for reward accumulation 
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followed by bootstrap from the subsequent step, the multi-step learning approach leverages 

the outcomes of the forthcoming n steps [95]. This technique calculates the 𝑛𝑛-steps return 

as follows: 

𝑅𝑅𝑡𝑡
(𝑛𝑛)  = �𝛾𝛾𝑡𝑡

(𝑘𝑘)𝑅𝑅𝑡𝑡+𝑘𝑘+1

𝑛𝑛−1

𝑘𝑘=0

 

(6.4) 

Utilizing the multi-step target approach, the loss function for Rainbow is described 

through the equation presented in reference [95],  

�𝑅𝑅𝑡𝑡
(𝑛𝑛) + 𝛾𝛾𝑡𝑡

(𝑛𝑛)𝑄𝑄𝜃𝜃′ �𝑆𝑆𝑡𝑡+𝑛𝑛 , 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝑎𝑎′

𝑄𝑄𝜃𝜃(𝑆𝑆𝑡𝑡+𝑛𝑛 , 𝑎𝑎′)� − 𝑄𝑄𝜃𝜃(𝑆𝑆𝑡𝑡 ,𝐴𝐴𝑡𝑡)�
2
 

(6.5) 

The rate at which learning progresses can be effectively adjusted by manipulating the 

𝑛𝑛 parameter within the multi-step learning framework [96]. This adjustment allows for a 

tailored approach to learning speed, accommodating different learning curves and 

enhancing the efficiency of the process. 

In gaming scenarios requiring a multitude of actions before attaining the initial reward, 

the inefficacy of employing ϵ-greedy policies becomes evident. Noisy Nets introduce an 

innovative approach by integrating a noisy linear layer that merges both deterministic and 

stochastic elements [97]. 

𝑦𝑦 = (𝑏𝑏 +  𝑊𝑊𝑊𝑊) + �𝑏𝑏𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ⨀𝜖𝜖𝑏𝑏 + �𝑊𝑊𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  ⨀𝜖𝜖𝑤𝑤�𝑥𝑥� 

(6.6) 

When random variables, designated as 𝜖𝜖𝑏𝑏  and 𝜖𝜖𝑤𝑤 , are implemented within the 

network’s architecture, they are combined through element-wise multiplication ⨀. This 
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novel technique substitutes the conventional linear relationship, expressed as 𝑦𝑦 = 𝑏𝑏 + 𝑊𝑊𝑊𝑊. 

Progressively, the network acquires the capability to diminish the impact of this introduced 

noise, albeit at varying degrees across distinct regions of the state space. This method 

facilitates exploration that is conditioned by the state while enabling a mechanism for self-

adjustment over time. 

 

Fig 6.8 Architecture of Rainbow Algorithm. 

6.2.3 Deep Deterministic Policy Gradient  

Fig 6.9 illustrates that the DDPG framework is composed of dual neural network 

structures alongside an experience replay mechanism. These neural networks are identified 

as the Actor and Critic networks, with each one further divided into an online network that 

directly interacts with input data, and a target network designed for stability during the 

Evaluate network
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learning process [98]. In operation, the Actor network engages with the environment for 

EVs, logging interactions—specifically, states 𝑠𝑠𝑡𝑡, actions 𝑎𝑎𝑡𝑡, rewards 𝑟𝑟𝑡𝑡, and subsequent 

states 𝑠𝑠𝑡𝑡+1 into the experience replay. This replay mechanism then selects a random subset 

of these interactions, forming mini-batches (𝑠𝑠𝑖𝑖, 𝑎𝑎𝑖𝑖, 𝑟𝑟𝑖𝑖, 𝑠𝑠𝑖𝑖+1), which are processed by both 

the Actor and Critic networks. Notably, the Critic's target network is tasked with 

forecasting the future reward 𝑦𝑦𝑖𝑖, utilizing the action (𝜇𝜇′(𝑠𝑠𝑖𝑖+1)) determined by the Actor's 

target network [98]. 

𝑦𝑦𝑖𝑖 = 𝑟𝑟𝑖𝑖 + 𝛾𝛾𝑄𝑄′�𝑠𝑠𝑖𝑖+1, 𝜇𝜇′(𝑠𝑠𝑖𝑖+1)� 

(6.7) 

In this framework, 𝛾𝛾 represents the discount factor. The terms 𝑄𝑄′ and 𝜇𝜇′ denote the Critic 

and Actor target networks, respectively. Given these definitions, one can calculate the loss 

experienced by the Critic using the equation below, as detailed in [98]. 

𝐿𝐿 =
1
𝑁𝑁�

�𝑦𝑦𝑖𝑖 − 𝑄𝑄(𝑠𝑠𝑖𝑖, 𝑎𝑎𝑖𝑖)�
2

𝑖𝑖
 

(6.8) 

where 𝑁𝑁 represents the total number of mini-batches. Utilizing feedback from the Critic 

network, the Actor's policy gets refined through the application of the sampled policy 

gradient, as outlined in equation [98], 

∇𝜃𝜃𝜇𝜇𝐽𝐽 =  
1
𝑁𝑁�

[∇𝑎𝑎𝑄𝑄(𝑠𝑠𝑖𝑖 ,𝜇𝜇(𝑠𝑠𝑖𝑖))∇𝜃𝜃𝜇𝜇𝜇𝜇(𝑠𝑠𝑖𝑖|𝜃𝜃𝜇𝜇)]
𝑖𝑖

 

(6.9) 

where 𝜃𝜃𝜇𝜇  represents the parameters of the online Actor network. To enhance learning 

stability, the target network undergoes gradual updates using a small hyperparameter 𝜀𝜀, 
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𝜃𝜃′ ← 𝜀𝜀𝜀𝜀 + (1− 𝜀𝜀)𝜃𝜃′ 

(6.10) 

𝜃𝜃𝜇𝜇′ ← 𝜀𝜀𝜃𝜃𝜇𝜇 + (1 − 𝜀𝜀)𝜃𝜃𝜇𝜇′  

(6.11) 

where 𝜃𝜃′ denotes the parameters of the Critic target network, 𝜃𝜃 represents the parameters 

of the Critic online network, and 𝜃𝜃𝜇𝜇′ refers to the parameters of the Actor target network. 

 

Fig 6.9 Architecture of DDPG  

6.2.4 Twin-delayed DDPG  

TD3, an extension of DDPG, addresses approximation error shortcomings and enhances 

stability [99]. It integrates continuous Double Q learning, Policy Gradient, and Actor-Critic 

techniques. Unlike DDPG, TD3 features dual Critic networks comprising two online 
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networks (𝑄𝑄1,𝑄𝑄2)  and two target networks (𝑄𝑄′1,𝑄𝑄′2) . The expected target value is 

determined as described by the equation [99], 

 

𝑦𝑦1 = 𝑟𝑟 + 𝛾𝛾𝑄𝑄′1(𝑠𝑠′,𝑎𝑎�) 

(6.12) 

𝑦𝑦2 = 𝑟𝑟 + 𝛾𝛾𝑄𝑄′2(𝑠𝑠′,𝑎𝑎�) 

(6.13) 

where μ′  represents the Actor target network. To mitigate overestimation issues, TD3 

calculates the expected target value by selecting the minimum of two estimates, as 

illustrated in the equation provided [99], 

𝑦𝑦 = 𝑟𝑟 + 𝛾𝛾 min
𝑖𝑖=1.2

𝑄𝑄′𝑖𝑖(s′, 𝑎𝑎�) 

(6.14) 

A crucial enhancement in TD3 involves target policy smoothing, which functions as a 

controller to address overfitting issues in Q value calculation by introducing noise ε, as 

depicted in equation [99], 

𝑎𝑎� = μ′(s′) + ε,   ε~clip(Ν(0,σ),−c, c) 

(6.15) 

When provided with the target value, the Critic network's loss function can be 

determined using the equations presented in [99], 

𝐿𝐿1 =
1
𝑁𝑁�

�𝑦𝑦𝑖𝑖 − 𝑄𝑄1(𝑠𝑠𝑖𝑖,𝑎𝑎𝑖𝑖)�
2
 

𝑖𝑖
 

(6.16) 
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𝐿𝐿2 =
1
𝑁𝑁�

�𝑦𝑦𝑖𝑖 − 𝑄𝑄2(𝑠𝑠𝑖𝑖 ,𝑎𝑎𝑖𝑖)�
2

𝑖𝑖
 

(6.17) 

where 𝐿𝐿1,𝐿𝐿2 denote the loss functions of the first and second Critic networks respectively. 

Following the backpropagation of losses and the subsequent update of the two Critic 

networks, the Actor network is then updated through gradient ascent using the Critic 

network output, as described below. 

∇𝜃𝜃𝜇𝜇𝐽𝐽 =  
1
𝑁𝑁�

[∇𝑎𝑎𝑄𝑄1(𝑠𝑠𝑖𝑖, 𝜇𝜇(𝑠𝑠𝑖𝑖))∇𝜃𝜃𝜇𝜇𝜇𝜇(𝑠𝑠𝑖𝑖|𝜃𝜃𝜇𝜇)]
𝑖𝑖

 

(6.18) 

where 𝜃𝜃𝜇𝜇  represents the parameter of the online Actor network. TD3 also implements a 

soft update approach, which is described by the equations provided in reference [99], 

𝜃𝜃′𝑖𝑖 ← 𝜀𝜀𝜃𝜃𝑖𝑖 + (1− 𝜀𝜀)𝜃𝜃′𝑖𝑖 

(6.19) 

𝜃𝜃𝜇𝜇′ ← 𝜀𝜀𝜃𝜃𝜇𝜇 + (1− 𝜀𝜀)𝜃𝜃𝜇𝜇′ 

(6.20) 

where 𝜃𝜃′𝑖𝑖 denotes the parameter associated with the Critic target network, while 𝜃𝜃𝑖𝑖 refers 

to the Critic online network, and 𝜃𝜃𝜇𝜇′ stands for the parameter of the Actor target network. 

6.2.5 Trust Region Policy Optimization (TRPO) 

In TRPO, the core concept involves adjusting the policy through a nuanced balance 

between exploration and constraint. The objective is to steer the policy in a direction that 

maximizes progress while adhering to specified limits to maintain proximity with the 

previous policy. This balance is enforced through a constraint typically quantified by KL 

divergence. The agent actively engages with the EV environment, gathering sequential data 
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points termed trajectories 𝐷𝐷 = {𝑠𝑠0,𝑎𝑎0, … , 𝑎𝑎𝑇𝑇−1, 𝑠𝑠𝑇𝑇} using a policy network. Subsequently, 

the Critic network calculates the advantage value based on the trajectories, as described by 

the equation [100], 

 

𝐴̂𝐴𝑡𝑡 = −𝑉𝑉(𝑠𝑠𝑡𝑡) + 𝑟𝑟𝑡𝑡 + 𝛾𝛾𝑟𝑟𝑡𝑡+1 + ⋯+ 𝛾𝛾𝑇𝑇−𝑡𝑡+1𝑟𝑟𝑇𝑇−1 + 𝛾𝛾𝑇𝑇−𝑡𝑡𝑉𝑉(𝑠𝑠𝑇𝑇) 

(6.21) 

The time index 𝑡𝑡  within the range [0, T], and considering 𝑉𝑉  as the current value 

function, the policy is adjusted using the advantage value, following the equations provided 

in [100], 

𝜃𝜃𝑘𝑘 = argmax
𝜃𝜃

𝐸𝐸�𝑡𝑡 �
𝜋𝜋𝜃𝜃(𝑎𝑎𝑡𝑡|𝑠𝑠𝑡𝑡)
𝜋𝜋𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜(𝑎𝑎𝑡𝑡|𝑠𝑠𝑡𝑡)

𝐴̂𝐴𝑡𝑡� 

(6.22) 

s.t.  𝐸𝐸�𝑡𝑡�𝐷𝐷𝐾𝐾𝐾𝐾(𝜋𝜋𝜃𝜃(∙ |𝑠𝑠𝑡𝑡)||𝜋𝜋𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜(∙ |𝑠𝑠𝑡𝑡))� ≤ 𝛿𝛿 

(6.23) 

The policy 𝜋𝜋𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜  refers to the previous policy prior to the update, while 𝐷𝐷𝐾𝐾𝐾𝐾  represents 

the KL divergence. To simplify the theoretical TRPO method, second-order Taylor series 

approximations are utilized for faster learning. The corresponding loss and KL-divergence 

are detailed in the equations presented in reference [100], 

𝐿𝐿(𝜃𝜃) ≈ 𝑔𝑔𝑇𝑇(𝜃𝜃 − 𝜃𝜃𝑘𝑘) 

(6.24) 

𝐷𝐷�𝐾𝐾𝐾𝐾(𝜃𝜃||𝜃𝜃𝑘𝑘) ≈
1
2

(𝜃𝜃 − 𝜃𝜃𝑘𝑘)𝑇𝑇𝐻𝐻(𝜃𝜃 − 𝜃𝜃𝑘𝑘),    𝐷𝐷�𝐾𝐾𝐾𝐾 ≤ 𝛿𝛿 

(6.25) 
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where 𝑔𝑔 represents the policy gradient, and 𝐻𝐻 signifies the correlation between the policy 

and parameter 𝜃𝜃. The resolution of this quadratic equation is elaborated in reference [100]: 

𝜃𝜃𝑘𝑘+1 = 𝜃𝜃𝑘𝑘 + 𝛼𝛼𝑗𝑗�
2𝛿𝛿

𝑔𝑔𝑇𝑇𝐻𝐻−1𝑔𝑔𝐻𝐻
−1𝑔𝑔 

(6.26) 

where 𝛼𝛼 represents the backtracking coefficient, and 𝑗𝑗 denotes the smallest non-negative 

integer that ensures policy 𝜋𝜋𝜃𝜃𝑘𝑘+1 meets the KL-divergence constraint. Instead of directly 

calculating and storing 𝐻𝐻−1, the conjugate gradient algorithm is employed to find 𝑥𝑥 =

𝐻𝐻−1𝑔𝑔, resulting in the equation for 𝜃𝜃𝑘𝑘+1 as described in reference [100]. 

𝜃𝜃𝑘𝑘+1 = 𝜃𝜃𝑘𝑘 + 𝛼𝛼𝑗𝑗�
2𝛿𝛿

𝑥𝑥𝑘𝑘𝑇𝑇𝐻𝐻𝑥𝑥𝑘𝑘
𝑥𝑥𝑘𝑘  

(6.27) 

The MSE is used to update Critic network, given by the following equation [100], 

∅𝑘𝑘+1 =  argmin
∅

𝐸𝐸[𝑉𝑉(𝑠𝑠𝑡𝑡|∅) − 𝑅𝑅𝑡𝑡] 

(6.28) 

where ∅𝑘𝑘+1 denotes the Critic network parameters. 

6.2.6 The Proximal Policy Optimization Algorithm (PPO) 

PPO strives to manage the challenge of maximizing policy improvement effectively 

while avoiding overstepping, which can result in collapse [101]. As presented in Fig 6.10, 

agents engage with the EV environment to gather trajectories 𝐷𝐷 = {𝑠𝑠0, 𝑎𝑎0, … ,𝑎𝑎𝑇𝑇−1, 𝑠𝑠𝑇𝑇} 

utilizing a policy network. Upon obtaining the trajectories, the Critic network computes 

the advantage value using the equation provided in reference [101], 
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𝐴̂𝐴𝑡𝑡 = −𝑉𝑉(𝑠𝑠𝑡𝑡) + 𝑟𝑟𝑡𝑡 + 𝛾𝛾𝑟𝑟𝑡𝑡+1 + ⋯+ 𝛾𝛾𝑇𝑇−𝑡𝑡+1𝑟𝑟𝑇𝑇−1 + 𝛾𝛾𝑇𝑇−𝑡𝑡𝑉𝑉(𝑠𝑠𝑇𝑇) 

(6.29) 

In the given time frame indexed by 𝑡𝑡 within [0, T], and with 𝑉𝑉 representing the current 

value function, the policy's loss function is determined based on the advantage value, as 

shown in the equation referenced in [101], 

𝐿𝐿(𝜃𝜃) =  𝐸𝐸�𝑡𝑡 �min�
𝜋𝜋𝜃𝜃(𝑎𝑎𝑡𝑡, 𝑠𝑠𝑡𝑡)
𝜋𝜋𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜(𝑎𝑎𝑡𝑡 , 𝑠𝑠𝑡𝑡)

𝐴̂𝐴𝑡𝑡, 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �
𝜋𝜋𝜃𝜃(𝑎𝑎𝑡𝑡, 𝑠𝑠𝑡𝑡)
𝜋𝜋𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜(𝑎𝑎𝑡𝑡, 𝑠𝑠𝑡𝑡)

, 1 − 𝜖𝜖, 1 + 𝜖𝜖� 𝐴̂𝐴𝑡𝑡�� 

(6.30) 

where 𝜋𝜋𝜃𝜃 and 𝜋𝜋𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜  represent the new and old policies, respectively. The hyperparameter 

ε is utilized to constrain the probability ratio within the range [1− 𝜖𝜖, 1 + 𝜖𝜖] , thereby 

managing the extent to which the new policy diverges from the old policy. This approach 

introduces a first-order method for trust region optimization, preventing the agent from 

excessively favoring positive value actions or hastily dismissing negative value actions. 

Subsequently, the policy is adjusted through stochastic gradient ascent, as outlined in 

equation [101].  

𝜃𝜃𝑘𝑘+1 = argmax
𝜃𝜃

𝐸𝐸[𝐿𝐿(𝜃𝜃)] 

(6.31) 
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Fig 6.10 Architecture of PPO 

The MSE is used to update critic network, shown the following equation [101], 

∅𝑘𝑘+1 =  argmin
∅

𝐸𝐸[𝑉𝑉(𝑠𝑠𝑡𝑡|∅) − 𝑅𝑅𝑡𝑡] 

(6.32) 

where ∅𝑘𝑘+1 stands for the Critic network parameters. 

6.2.7 Deep reinforcement learning EMS comparison 

The trajectories of the cumulative reward metric is depicted for four different DRL 

algorithms operating in a continuous action space environment, as presented in Fig 6.11. 

To mitigate fluctuations, the plotted curves have been smoothed using a 10-point moving 

average filter. The computation time parameter refers to the total duration required for 

completing the training process. The convergence reward value indicates the average 
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reward attained by the agent upon reaching a stable convergence point, while the 

convergence episode specifies the particular training episode at which this convergence 

condition was satisfied. Convergence time, on the other hand, indicates the time taken by 

the agent to reach the convergence episode. The findings indicate that all four continuous 

DRL-based EMS systems achieve convergence within 50 episodes. The training process 

begins with different initial conditions due to the stochastic nature of the parameters. A 

comparison of the results suggests that DDPG and TD3 exhibit faster initial learning rates 

compared to other algorithms. In contrast, PPO demonstrates a slower increase in rewards 

during training. Analysis of Table 6.1 reveals that PPO achieves the highest convergence 

reward among the DRL algorithms studied. However, the convergence speed of PPO lags 

behind other algorithms. Specifically, DDPG stands out for its rapid convergence 

compared to the other algorithms. DDPG requires significantly less time to reach 

convergence than TD3, TRPO, and PPO, with reductions of 33.7%, 46.1%, and 65.2%, 

respectively. Moreover, PPO's convergence reward surpasses TRPO, TD3, and DDPG by 

small margins of 0.18%, 0.26%, and 0.15% respectively. Moreover, an observation of the 

performance after convergence indicates that DDPG exhibits more stable learning curves 

than TD3, PPO, and TRPO due to their flatness. Notably, when considering the same total 

number of training episodes, DDPG outperforms TRPO, TD3, and PPO in terms of time 

efficiency, achieving time savings of 10.1%, 10.2%, and 7.9% respectively. Additionally, 

TD3 demonstrates slightly higher test rewards compared to TRPO, DDPG, and PPO, with 

improvements of 0.08%, 0.3%, and 0.78% respectively. 
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Fig 6.11 Comparison of DRL algorithms in continuous action space 

Table 6.1 Parameters of DRL algorithm in continuous action space 

Agent 
Computation 

time (s) 

Convergence 

reward 

Convergence 

episode 

Convergence 

time (s) 

Final test 

reward 

DDPG 722 598.5 43 141 601.5 

TD3 740 599.6 25 91 597.3 

TRPO 741 600.1 21 74 596.8 

PPO 665 599.4 16 49 599.1 

 

6.3 Digital twin-enhanced DRL-based EMS 

RL-based EMS have made advancements in optimizing the control of EVs’ energy 

usage, there remain unresolved challenges in this area. The utilization of table-based RL 
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algorithms restricts the ability to manage discrete action and state spaces within EMS. In 

the preceding section, it was observed that the Q-learning-based EMS operates with 

discrete state and action variables, suggesting limitations in the range of available states 

and actions. The effectiveness of the system is influenced by the discretization process 

applied to environmental states and action spaces. As the dimensions of state and action 

spaces increase, the complexity of training also rises, leading to the challenge known as 

the 'curse of dimensionality' [102]. However, in various fields like robotics and energy 

management, discretization is not an ideal approach due to its adverse effects on solution 

quality. Additionally, fine discretization demands substantial memory and computing 

resources. Unlike traditional Q-learning, the DRL method employs multi-layer neural 

networks to estimate the Q-values, offering significant advancements in handling 

continuous state spaces more effectively. According to the comparison of different DRL 

method in Subsection5.3, this dissertation adopts the DDPG to develop the DRL-based 

EMS for the EV equipped with HESS and the diagram of digital twin-enhanced DDPG-

EMS is shown in Fig 6.12. 

Within the DDPG framework, the actor network interacts with a virtual digital twin 

model representing the electric vehicle's dynamics. The interactions between the actor and 

the model are recorded and stored in an experience replay buffer. During training, this 

buffer randomly samples small batches of prior experiences, which are then fed as inputs 

to the actor and critic networks. The critic target network evaluates the expected long-term 

return based on the actions proposed by the actor target network. 



129 
 

 

Fig 6.12 Digital twin-enhanced DDPG-EMS diagram 

DDPG is a model-free, policy-based reinforcement learning algorithm used to solve 

continuous control tasks. DDPG is an off-policy algorithm that combines concepts from 

DQN and policy gradient methods. It utilizes deep neural networks to approximate the 

policy (actor) and the action-value function (critic). Since the DDPG uses an actor-critic 

architecture, it has better convergence performance than Q-learning. The critic in DDPG 

learns an action-value function, which helps to reduce the variance in the policy gradient 

estimation. This can bring in more stable learning and improved convergence compared to 

Q-learning, particularly in environments with high variance. When combined with the 

digital twin technology, the DDPG is more scalable than Q-learning for problems with 

large or continuous action spaces. The digital twin model has higher fidelity, and the virtual 

space contains more information than the conventional RL environment, such as real-time 
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traffic data. That means the action spaces grows rapidly, which dramatically increases Q-

learning's computational complexity. But DDPG avoids this issue and can handle more 

complex problems with larger action spaces by directly learning a policy. Besides, the 

DDPG allows for more efficient exploration in continuous action spaces compared to Q-

learning. In Q-learning, exploration is typically achieved through ε-greedy exploration, 

which can be inefficient in continuous action spaces. DDPG uses noise added to the output 

of the actor-network for exploration, such as Ornstein-Uhlenbeck noise in this dissertation, 

which can lead to more effective exploration strategies in continuous action spaces. 

As shown in Algorithm 1, a high-fidelity digital twin of the physical model is mapped 

in the virtual space, accurately representing the powertrain components, battery system, 

driving conditions, and environmental factors that affect energy usage and driving range. 

The action of the DDPG agent is the ratio of the energy distribution between LIB and SC. 

The velocity and torque demand still be chosen as the states. But it is different from the 

conventional DDPG-based EMS, whose speed and torque demand are designed on the 

fixed driving cycle. The states in the proposed method are collected from the physical 

model to improve the adaptability of the EMS in real-world traffic situations. 
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Besides, to fully exploit the scalability of DDPG, the battery SOC is introduced into the 

state space. This helps the EMS absorb more information from the environment to improve 

control accuracy. The reward function for the DDPG is the same as the Q-learning, which 
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considers energy consumption and battery degradation. Once the DDPG agent is trained, 

evaluate its performance by simulating the control policy in the digital twin environment. 

The obtained results are also compared to existing control strategies or benchmarks. If the 

performance is unsatisfactory, refine the DDPG algorithm or reward function and retrain 

the agent. After achieving satisfactory performance in the digital twin environment, the 

learned control policy is deployed in the physical model. 
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6.4 Results of digital twin enhanced DRL-base EMS 

In the pre-train phase, the proposed EV driving cycle is adopted to initialize the DRL 

agent at the starting point. The results of the pre-trained DDPG-based EMS are show in 

Fig 6.13.  

 

Fig 6.13 Results of conventional DDPG-based EMS 
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During the vehicle acceleration phase, the SC delivers high power output to meet the 

increased power demand. However, the SC has limitations in storing energy for long-term 

operations. To address this issue, a Q-learning EMS leverages the battery as a continual 

power source. During deceleration, the SC captures excess power from regenerative 

braking. When the SC reaches full capacity, any surplus regenerated energy is directed to 

charge the battery. This process demonstrates the SC's ability to effectively manage peak 

power demands on the battery, thereby reducing battery degradation. 

Fig 6.13 illustrates the effectiveness of the DDPG-based EMS in maximizing the 

utilization of the SC to lessen the strain on the LiB. During the vehicle's acceleration phase, 

the SC delivers high-power output to meet the substantial power demand. However, due to 

its limited energy storage capacity for prolonged operations, the DDPG-based EMS 

optimally utilizes the battery as a continuous power source. Moreover, during deceleration, 

the SC efficiently captures excess power from regenerative braking. Any surplus 

regenerated energy beyond the SC's capacity is directed towards charging the battery. This 

dynamic demonstrates the SC's ability to effectively manage the peaks of battery charging 

and discharging power, thereby mitigating battery degradation. 

The traditional DDPG-based EMS has shown near-optimal performance for a specific 

predefined driving cycle, its operational efficacy tends to diminish in real-world driving 

scenarios. To enhance adaptability and responsiveness, a digital twin is incorporated into 

the EMS framework to leverage current traffic conditions. This dissertation employs the 

Worldwide Harmonized Light Vehicles Test Procedure (WLTP) to replicate real-world 



135 
 

driving environments. A comparative analysis between the conventional DDPG-based 

EMS and the newly proposed approach is outlined below: 

 

Fig 6.14 SOC trajectories 

Fig 6.14 illustrates the SOC of conventional DDPG-based EMS and the digital twin-

enhanced DDPG-based EMS. The evaluation reveals that the suggested approach 

demonstrates superior performance compared to the traditional DDPG-based EMS. Based 

on the final SOC value, the digital twin-augmented DDPG-based EMS exhibits 17.08% 

higher energy efficiency than the standalone DDPG-based EMS. Furthermore, in terms of 

battery degradation, the proposed method exhibits enhanced control capabilities, 

effectively mitigating battery capacity loss. 
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Fig 6.15 Battery capacity loss trajectories 

Fig 6.15 indicates the battery aging during driving in the WLTP. The total capacity 

losses in the simulation of DDPG-based EMS are 3.41 ∗ 10−7%  and 1.32 ∗ 10−7% 

without and with the digital twin, respectively. The results show that the digital twin-

enhanced DDPG-based EMS has better adaptability and control performance. The Agents 

of both methods are pre-trained through UDDS. When deployed in the physical model 

under the WLTP, the proposed method achieves higher energy efficiency and lower battery 

degradation. 
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6.5 Comparative study with other EMSs 

In this dissertation, EV HIL simulations incorporating HESS are conducted. The 

effectiveness of various EMS, namely the digital twin-enhanced DDPG-based EMS, digital 

twin-enhanced Q-learning-based EMS, Q-learning-based EMS, and rule-based EMS, is 

analyzed in a unified setting to evaluate effectiveness of the control strategy and its 

computational requirements. The performance of the LIB and SC within the HESS under 

different EMS strategies is visualized in Fig 6.16. 

 

Fig 6.16 EMS comparison 
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The comparison of output power displays the performance of the SC and LIB outputs 

during the simulated driving cycle across under the control four different EMSs. By the 

results, the digital twin-enhanced DDPG-based EMS have the best manage effect since the 

developed method takes advantage of the digital twin to infuse real-time traffic information. 

In Fig 6.16(a), the SC exhibits high peak power for charging and discharging, while the 

LIB sustains continuous power to support vehicle operation and mitigate battery 

degradation. The rule-based EMS, developed based on expert knowledge, may have 

limitations in addressing diverse application scenarios. Fig 6.16(d) illustrates that the SC 

primarily participates in charging, with the LIB providing peak charging power. Moreover, 

the LIB is responsible for providing continuous driving power, making the current rule-

based approach inefficient in preserving battery health. Comparing the digital twin-

enhanced Q-learning and traditional Q-learning methods, both demonstrate effective 

control performance. These RL based EMSs leverage the HESS by assigning the SC to 

manage peak power demands, thus reducing LIB degradation. However, Fig 6.16 (b) and 

(c) highlight a subtle contrast between the digital twin-enhanced Q-learning EMS and the 

traditional Q-learning approach. In the former, the SC handles all peak power requirements, 

while the latter assigns peak charging tasks to the LIB. Fig 6.17 illustrates the LIB 

degradation trends to assess the effectiveness of our proposed control strategy. 
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Fig 6.17 Battery capacity loss comparison 
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Cumulative battery capacity decrease after completing a single simulation using 

distinct control approaches such as rule-based, traditional Q-learning, digital twin-

enhanced Q-learning, and digital twin-enhanced DDPG-based EMS, is measured at low 

rates of 1.57 ∗ 10−6 %, 6.48 ∗ 10−7 %, 5.81 ∗ 10−7 %, and 1.32 ∗ 10−7 %, respectively. 

The digital twin-enhanced DDPG-based EMS demonstrates superior performance in 

mitigating LIB degradation, showing a reduction of 67.99% compared to the digital twin-

enhanced Q-learning-based EMS. Upon examining Fig 6.17((a) and (b), the LIB 

degradation patterns exhibited by the digital twin-augmented Q-learning-based EMS and 

the digital twin-enhanced DDPG-based EMS are comparable. However, the values 

observed in the digital twin-enhanced Q-learning-based EMS are significantly higher. This 

observation is further corroborated by Fig 6.17(a) and (d). Under the control of the digital 

twin-enhanced DDPG-based EMS, the LIB primarily operates in discharge mode to power 

the vehicle, with infrequent charging cycles. Conversely, the digital twin-enhanced Q-

learning-based EMS engages the LIB in both charging and discharging operations, 

resulting in increased cumulative battery aging compared to the digital twin-enhanced 

DDPG-based EMS. Notably, the LIB degradation witnessed in the traditional Q-learning 

EMS surpasses that of the digital twin-enhanced Q-learning-based EMS by 11.53%. 

Furthermore, the rule-based EMS fails to fully utilize the benefits of HESS, resulting in the 

most significant degradation of the LIB among all EMS configurations. From the results 

of battery degradation, the digital twin technology enables the RL-based EMS to exploit 

the potential for the optimal solution fully. Both DDPG and the Q-learning methods 
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outperform the conventional counterpart. The digital twin-enhanced DDPG-based EMS 

also achieves a better result for alleviating battery degradation. 

 

Fig 6.18 SOC trajectories comparison 

The energy reserve of the SC is relatively small in the electric drive system, making 

the SOC of the battery a key metric to assess the stored energy for both the battery and SC. 

Fig 6.18 illustrates the comparison of SOC trajectories. It can be observed from the LIB 

SOC trajectories that the energy efficiency of RL-based EMS configurations surpasses that 

of the rule-based EMS. All EMS start with an SOC of 0.95, and the rule-based EMS 

exhibits the lowest final SOC of 0.3627 among the tested EMS configurations. The digital 
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twin-enhanced DDPG-based EMS has the highest energy efficiency, whose final SOC 

value is 0.5851. The digital twin-enhanced Q-learning-based EMS also achieves good 

control performance, and its final SOC value is 0.5509, which is lower than the proposed 

method by 6.21%. The final SOC of conventional Q-learning-based EMS is 0.4708, which 

is much lower than the Q-learning with the digital twin. This phenomenon is the same as 

we discussed in the last subsection, and the comparison between the digital twin-enhanced 

DDPG and conventional DDPG shows that the digital twin can enhance the performance 

of RL-based EMS. 

6.6 Conclusion 

In Chapter 6, the challenges of table-based RL in managing continuous control tasks 

are addressed by introducing DRL algorithms such as DQN, DDPG, and PPO, which excel 

in continuous spaces. The chapter explores how these methods enhance computational 

efficiency and control performance within EV EMS. Furthermore, the integration of digital 

twin technology represents a paradigm shift for traditional Q-learning EMS, allowing it to 

adapt to real-time traffic conditions for improved performance. The digital twin, equipped 

with high-fidelity simulations, accurately mirrors the EV's powertrain and environmental 

interactions, facilitating superior energy management decisions. Simulation results 

demonstrate that DRL combined with a digital twin outperforms conventional EMS in both 

energy efficiency and battery longevity. This chapter proposes a robust framework for real-

time EMS application in EVs, where the synergy of DRL and digital twin technology offers 

substantial improvements in adaptability and optimization of energy use. 
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CHAPTER 7  

CONCLUSIONS AND FUTURE WORK 

This dissertation delineates the critical research problem—creating a robust energy 

management system using DRL tailored for battery and SC EVs, and the necessity of an 

EV-specific driving cycle for system training. It addresses the predominant challenges in 

this domain, including the construction of realistic driving cycles, real-time application of 

RL algorithms, battery longevity, and computational efficiency. This sets the stage for the 

dissertation to explore these avenues, promising significant strides in the field of EV energy 

management. 

7.1 Conclusions 

In CHAPTER three, a representative urban driving cycle for EV is established, which 

is crucial for accurately evaluating EV performance and energy management systems. The 

chapter outlines a methodical approach for this construction, starting with the strategic 

selection of urban routes to capture a comprehensive array of driving conditions. It then 

details the meticulous collection and processing of vehicular operation data to ensure a 

robust data set reflective of true urban driving patterns. Leveraging sophisticated data 

analysis techniques, the chapter introduces the use of principal component analysis to 

effectively reduce data dimensionality, simplifying the complex data set while preserving 

its most critical characteristics. This is complemented by a hybrid classification algorithm 

combining SOM and SVM to categorize the driving conditions, ensuring the driving cycle's 

relevance to diverse urban scenarios. The core of the chapter is the innovative application 
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of Markov chains and Monte Carlo simulations, which are employed to synthesize a driving 

cycle that not only mirrors the stochastic nature of urban driving but also maintains 

statistical fidelity to the collected data. The validation of this driving cycle is thorough, 

utilizing metrics such as relative error and speed-acceleration probability distributions, 

which confirm that the cycle accurately reflects real-world driving conditions. This Chapter 

encapsulates the significance of the proposed driving cycle, emphasizing its potential to 

bridge the gap between theoretical research and practical application in EV energy 

management. It underscores the meticulousness of the approach and the careful 

consideration of statistical representativeness, offering a solid foundation for subsequent 

efforts in optimizing EV energy consumption and battery performance. This chapter not 

only contributes a new methodological framework to the field but also provides a validated 

tool for EV technology. 

In CHAPTER four, a Q-learning based EMS for EVs is provided, positioning it as a 

strategic alternative to the more conventional rule-based and optimization-based systems. 

The chapter initiates by providing an overview, elucidating the complex dynamics of EVs 

and the structure of their propulsion systems. This understanding is crucial for the 

formulation of an efficient EMS. It places particular emphasis on the modeling of a Li-S 

battery, spotlighting this emerging technology as a cost-effective and energy-dense 

alternative to the widely used LIBs. The dissertation then navigates through the various 

configurations of the HESS, dissecting the advantages and challenges associated with each 

setup. Crucially, the chapter introduces a Q-learning based EMS, which stands out for its 

ability to autonomously learn and optimize energy distribution between the EV’s battery 
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and supercapacitor without the need for pre-defined rules or models. This EMS is tested 

through simulation, using the proposed EV driving cycle developed in Chapter 2, to assess 

its effectiveness in reducing energy consumption and mitigating battery degradation. This 

Chapter emphasizes the potential of the Q-learning based EMS as an innovation in the 

realm of EV energy management. The results of the simulations present a compelling case 

for the Q-learning approach, which not only meets but in certain respects exceeds the 

performance of traditional rule-based methods, achieving near-optimal results. Notably, 

the approach does not rely on anticipating driving conditions, but instead focuses on 

making real-time energy management decisions that optimize the current state of the EV's 

energy storage systems. This feature exemplifies the system's robustness and reliability, 

underscoring the practicality of the Q-learning based EMS in real-world applications. 

Through these advancements, the chapter contributes an efficient and sustainable EV 

technologies, fostering a more resilient energy framework for future mobility solutions. 

In CHAPTER five, an Imitation Q-learning based EMS for EV is built upon the 

previous chapters by enhancing EMS through imitation learning, designed to reduce the 

training time cost. The chapter begins by discussing the limitations of traditional RL 

methods, particularly the extensive training time due to numerous iterations, which is not 

practical for real-world applications. To address this, it introduces an innovative imitation 

Q-learning approach that uses expert demonstrations to kickstart the learning process, 

thereby significantly reducing the number of iterations required. The chapter then details 

the design of the EMS using the imitation Q-learning method, where the initial Q values 

are set based on heuristic rules rather than starting from zero, as is typical in conventional 
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Q-learning. This strategic adjustment allows the system to prioritize SC usage during high 

power demand scenarios to prevent rapid battery degradation. The EMS is further refined 

through simulation-based training using a previously developed EV driving cycle, 

optimizing the power sharing between the battery and SC. This Chapter 4 presents an 

imitation Q-learning based EMS that shows improvements in computational efficiency and 

control performance over traditional Q-learning, rule-based EMSs. The approach is 

validated through a series of simulations and comparisons, demonstrating that it can 

effectively reduce battery degradation and enhance energy efficiency, with the added 

advantage of requiring less computational time. The SC is effectively utilized to handle 

peak power demands, thereby preserving the battery's lifespan. This method presents a real-

time applicable EMS for EVs, contributing a crucial piece to the puzzle of sustainable and 

efficient electric vehicle technology. 

CHAPTER six of the dissertation marks an advancement in the realm of EMS for EVs 

by integrating DRL with digital twin technology. This chapter begins by examining the 

limitations of table-based reinforcement learning algorithms, which struggle with 

continuous control tasks due to their discrete nature. To overcome this, the dissertation 

proposes the application of DRL techniques, such as DQN, DDPG, and PPO, which are 

capable of handling continuous control problems. The chapter details the benefits of each 

method and their implementation in the context of EV energy management, focusing on 

the enhancement of computational efficiency and control performance. The digital twin 

technology is introduced as a breakthrough to enhance the conventional Q-learning EMS, 

enabling the system to adapt to real-time traffic conditions, thereby improving the 
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adaptability and accuracy of the EMS. The digital twin-enhanced DRL-based EMS utilizes 

high-fidelity simulation models to replicate the EV's powertrain, battery system, and 

environmental factors, leading to better decision-making in energy management. The 

simulations show that the digital twin-enhanced EMS not only improves energy efficiency 

but also significantly reduces battery degradation compared to the conventional Q-learning 

and rule-based EMS. This chapter presents a comprehensive solution for the real-time 

application of EMS in EVs. It demonstrates that the combination of DRL and digital twin 

technology significantly optimizes energy consumption and battery health in a more 

efficient and adaptive manner than previous approaches. The chapter provides evidence 

that the proposed approach can lead to more sustainable and cost-effective EV operations, 

contributing to the advancement of intelligent energy management systems in the 

automotive industry. 

In summary, this dissertation presents an investigation into EV optimal energy 

management through some techniques. It commences with an overview of the challenges 

and motivations for improved EV energy systems. Successive chapters enhance the 

framework for an EMS, initially by developing an EV driving cycle, then by implementing 

a Q-learning based EMS, which is further refined through imitation learning to improve 

efficiency and practicality. The work culminates in the integration of DRL with digital twin 

technology, yielding an adaptive and efficient EMS. The obtained results provide an EMS 

framework that promises to elevate the sustainability and performance of future EVs, 

marking a stride in the advancement of eco-friendly transportation technology. 
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7.2 Future work 

While this dissertation has made progresses, several areas for future research and 

improvement have been identified. Firstly, in the driving data collection, the impact of 

temperature and other weather conditions was not considered, potentially affecting vehicle 

performance consistency and introducing errors into the data. To enhance real-world 

applicability, future studies will incorporate weather-condition variables in the creation of 

driving cycles, addressing this limitation. This research will focus on investigating and 

validating more sophisticated models for the battery and supercapacitor, thereby bolstering 

the accuracy of the energy component in EMS testing and design. Extensive validation 

procedures will be employed to ensure the chosen models accurately reflect real-world 

performance. In the analysis of Li–S batteries, this study focused on performance aspects 

without delving into the low power density drawback. Future work will conduct additional 

experiments covering a broader spectrum of battery temperatures and current scenarios. 

Moreover, the application of bilateral SEI Li–S batteries in battery EVs, a critical aspect 

for future markets, will be thoroughly investigated. The integration of a heuristic rule-based 

EMS has bolstered the proposed method's effectiveness. Future studies will explore 

alternative optimization-based EMSs, such as DP and Pontryagin's Minimum Principle, to 

enhance the efficiency of imitation Q-learning. The computational model will be expanded 

to include the SOC of battery and SC. Another aspect to be addressed in future work is the 

consideration of passenger variations in the Q-learning EMS. Changes in passenger 

numbers significantly affect the vehicle's total weight, influencing energy consumption 

under similar traffic conditions. Additionally, the development and application of a more 
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comprehensive full-scale HIL platform will be a focal point in future research, ensuring a 

more accurate representation of real-world conditions.  
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